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Abstract

We present a preliminary investigation on the usefulness of
prosodic boundaries for unsupervised term discovery (UTD).
Studies in language acquisition show that infants use prosodic
boundaries to segment continuous speech into word-like units.
We evaluate whether such a strategy could also help UTD
algorithms.  Running a previously published UTD algo-
rithm (MODIS) on a corpus of prosodically annotated English
broadcast news revealed that many discovered terms straddle
prosodic boundaries. We then implemented two variants of this
algorithm: one that discards straddling items and one that trun-
cates them to the nearest boundary (either prosodic or pause
marker). Both algorithms showed a better term matching F-
score compared to the baseline and higher level prosodic bound-
aries were found to be better than lower level boundaries or
pause markers. In addition, we observed that the truncation al-
gorithm, but not the discard algorithm, increased word bound-
ary F-score over the baseline.

Index Terms: term discovery, prosody, prosodic boundary

1. Introduction

During their first year of life, human infants extract word-like
units from continuous speech without supervision [1]. In paral-
lel, unsupervised term discovery (UTD) algorithms are increas-
ingly used within speech technology [2, 3, 4, 5]. In both cases,
the task consists in finding repetitive patterns, while using as
input only the speech signal. An examination of how infants
are solving this task may reveal useful strategies that could be
implemented into UTD algorithms.

Many researchers have pointed out that prosody is an im-
portant cue that helps infants to segment continuous speech.
Newborns are sensitive to the acoustic cues correlated with
the presence or absence of phonological phrase boundaries
in otherwise identical stretches of speech (e.g. /mati/ in
”mathématicien” (mathematician) versus ’panorama typique”
(typical panorama) [6, 7]. Nine-month-olds use these cues to
posit breaks within sentences [8, 9]. Ten- and thirteen-month
old infants use these boundaries to constrain word recognition,
i.e. they fail to recognize a string that straddles a phonological
phrase boundary [10]. Similarly, adults use these boundaries
to constrain online lexical cognition, i.e. they do not produce
false alarms on word forms that straddle a phonological phrase
boundary[11].

Unsupervised term discovery, so far, does not use prosodic
information. The existing algorithms are based on computing
a similarity score between stretches of speech signal, usually
done by means of dynamic time warping (DTW). The proposed
systems return a list of matched pairs [2, 3] and/or a library of
clusters of discovered terms [2, 4, 5]. Some systems scan the en-
tire corpus for repetitions [2, 3], while others only scan a small

time buffer and match the signal against an incrementally built
library of terms [4, 5]. The terms discovered with UTD systems
have already been proven useful in a number applications like
keyword spotting [12], topic segmentation [13], or document
classification [14].

Based on the findings regarding the role of prosodic bound-
aries in speech processing for both children and adults, we in-
vestigated the use of such boundaries in unsupervised term dis-
covery. The current study uses manually annotated prosodic
boundaries in order to establish the upper boundary of their im-
pact on the discovery task. The rest of the paper is organized
as follows: the UTD system used in the experiments and the
evaluation method are presented in section 2, while a short de-
scription of the corpus employed in this study is given in section
3. Two experiments are illustrated in section 4, in which we
varied the strategy for using prosodic information. The paper
concludes with a discussion of the results obtained and some
possible paths to follow.

2. Methods
2.1. System Presentation

An open source system for spoken term discovery, MODIS [15],
was employed for the experiments. It is based on a generic
approach to mining repeating sequences, tolerant to term vari-
ability [5], and it uses a limited search buffer, making it more
psychologically realistic than systems performing an exhaustive
search.

MODIS takes a speech signal as input (represented as either
MEFCCs or posteriorgrams) and delivers a library of repeated
terms as its output. Term discovery is based on the notion of
seed fragments. A seed fragment is a stretch of signal seg-
mented from the input stream and searched for in a fixed-length
buffer ahead of the seed using a segmental variant of the DTW
algorithm. If a match for the seed is found, the seed is extended
to find the maximal length matching pattern and, if it exceeds
a minimal term length, it is stored in the library of terms. This
library is used as a long term memory to search for repeating
terms: Each new seed considered is first matched against en-
tries in the library before searching for self-repetitions in the
buffer. Potential re-occurrences detected by DTW are validated
using self-similarity matrix (SSM) comparison.

The key parameters of the seeded discovery algorithm are
the seed and term lengths and a set of similarity thresholds used
to validate template comparison (higher thresholds means po-
tentially more variability at the expense of precision).

2.2. Evaluation Method

We evaluated two aspects of the discovered terms: the match-
ing quality and the word boundary quality. For the matching



quality, we used a similar method to [16], which transforms the
speech chunks corresponding to the found terms into a sym-
bolic representation, based on the phonetic transcription of the
speech signal. Then, the precision and the recall are determined
based only on the strings of phonemes corresponding to the ob-
tained terms. For a formal definition of the measures used for
the evaluation, see Muscariello et al study [16]. The following
steps are performed during the evaluation process:

e All phonemes falling inside the time interval correspond-
ing to the found term are concatenated. A phoneme is
considered to belong to the term if at least 50% of its
duration falls within the term.

e For each class of terms, a centroid is computed, defined
as being the string with the lowest normalized edit dis-
tance from all the other strings belonging to the class.

e The precision is calculated as the percentage of class
members, out of the total number of tokens in the class,
falling within a certain distance from the class centroid.
The neighbourhood threshold was set to 0.2.

e Next, the recall is determined as being the percentage of
how many strings belonging to the centroid neighbour-
hood were found, from the total number of occurrences
of those strings in the whole corpus.

The second measure we evaluated, the word boundary qual-
ity, comes from the field of natural language processing (NLP)
and it can be a useful measure when the terms discovered by
the UTD systems are used in a downstream application. The
boundary quality was computed by comparing the set of dis-
covered term boundaries to the set of gold word boundary of
the corpus, as done in [17]. We expect a very low recall on
this metric, since UTD systems do not attempt to exhaustively
segment a corpus, contrary to NLP systems, that perform term
discovery based on text input.

3. Materials

The materials used in this paper are a subset of the Boston Uni-
versity Radio News Corpus (BU corpus) [18], which contains
news stories recorded by 7 professional speakers. Out of the
whole corpus, around 3.5 hours of data are annotated prosod-
ically for phrase breaks and accent tones. The prosodic anno-
tation is based on the ToBI system [19] for American English,
which uses a 5-level scheme for prosodic boundaries of increas-
ing strength, starting with cliticized word boundaries (level 0)
and ending with intermediate phrase boundaries (level 3) and
intonational phrase boundaries (level 4).

‘We used only levels 3 and 4 as we are interested in the effect
of prosodic boundaries that can, in principle, be detected in an
unsupervised fashion. We removed the recordings for which
these two levels were missing and those with no phone-level
segmentation, because this type of annotation was necessary for
the evaluation procedure. Thus, for our experiments, we used
about 3 hours of data, including 6 speakers (3 males, 3 females)
distributed into 403 files. In these materials there were a total
of 6059 intonational phrase boundaries and 2731 intermediate
phrase boundaries annotations.

4. Experiments

We propose to investigate the usefulness of prosodic boundary
information for term discovery, by integrating this type of in-
formation in MODIS in two experiments. In Experiment 1, we
examined the idea of using boundary information to prune away
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Figure 1: Percentage of terms found by the baseline system
overlapping pause markers, level 4 boundaries and level 3 and
4 boundaries.

the terms found to be straddling a prosodic boundary (discard).
In Experiment 2, we tested the option of truncating the terms
instead of discarding them (t{runcate). In both experiments,
besides intonational phrase boundaries (brk4) and intonational
plus intermediate phrase boundaries (brk3&4) we also tested
another cue which denotes finality - the silent pause (pause).
Pauses were chosen as they correlate well with prosodic bound-
aries, but are easier to extract automatically. In order to per-
form a fair comparison to the case when prosodic boundaries are
used, the pauses were extracted from the manual transcription
and were defined as a time instant (the beginning of the pause).
We considered to be a pause all silent regions of speech having
a length of at least 200 ms, resulting in 2723 pause boundaries.
The pause markers correspond mostly to level 4 boundaries, but
there are some which indicate level 3 boundaries.

The speech signal was represented by standard spectral fea-
tures: 12 MFCCs plus energy and their first and second order
temporal derivatives. The system used a seed length of 250 ms,
a 90 second future buffer when searching for terms and it ac-
cepted a candidate as a term if it was at least 500 ms long. A
found term was represented by its median occurrence, i.e. the
token closest to all the other ones in terms of a dissimilarity
score and SSM checking was also employed. In the two experi-
ments done we varied the similarity threshold used by the DTW
algorithm ( eprw ) in the range [1.8, 3.0] and we reported the
results for all the values.

4.1. Experiment 1

For the baseline system, spoken term discovery was only con-
strained by file boundaries (403 markers in total), which were
processed by the algorithm in the same manner as the prosodic
boundaries (here, discarded). Figure 1 shows the percentage of
terms found with the baseline system which straddle a level 4
break, a level 3 or 4 break or a pause marker. One can observe
that up to 60% of the terms straddle either a level 3 or a level 4
prosodic boundary. Given that prosodic boundaries match with
constituent boundaries, it is likely that the straddling terms will
be less meaningful to downstream applications. In addition, it is
probable that such terms are purely coincidental, and therefore
correspond to low quality clusters of word fragments. We will
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Figure 2: Term matching precision (left panel) and recall (right panel) obtained for different e prw values and various types of
information used: baseline, pause information, level 4 boundaries, and level 3 and 4 prosodic boundaries.

evaluate this premise next.

In order to measure the change in performance after the re-
moval of straddling terms, compared to the baseline, we used
the precision and recall, as computed with the method intro-
duced in section 2.2. The results obtained with our baseline, and
the same system employing prosodic or pause boundaries to dis-
card straddling terms are illustrated in Figure 2. The left panel
shows the precision obtained, while the right panel presents the
recall rate. The baseline is represented with a dotted line, the
system taking advantage of pause markers with a dashed line,
and the results obtained with the prosodic boundary informa-
tions by a continuous line. The square represents the results for
brk4, while the circle illustrates the brk3&4 system.

It can be seen that, by adding extra boundary information
into the system, besides file boundaries, the terms found are
consistently more accurate. The average increase in precision
is 6.0% for brk4, 7.3% for brk3&4, and 1.8% for pause. In
terms of recall, the system using intonational phrase boundaries
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Figure 3: Term matching F-score obtained for different values
of eprw and various type of information used: baseline, pause
information, level 4 boundaries, and level 3 and 4 prosodic
boundaries.

gives similar performances to the baseline, which, in turn, per-
forms better than the system having knowledge of both types
of prosodic phrase boundaries, but worse than when pauses are
known.

We also looked at the F-score curve over the different
eprw values tested (Figure 3). When comparing the baseline
with the other three systems, one sees a consistent improvement
throughout the range of values investigated, resulting in an av-
erage F-score increase of 3.4% for brk4, 1.6% for brk3&4 and
2.1% for the pause system. We observed similar brk4 or worse
brk3&4 performance than for pauses at low values of the DTW
threshold, but consistently better results for boundaries at high
values of eprw. This demonstrates that, when more hetero-
geneous terms are found, the boundaries tend to help discrimi-
nate better between occurrences of different terms, showing that
prosodic boundaries encode more information than the pauses.

For an overall comparison of performance, we have sum-
marized in Table 1 the two measures used for evaluation: the
goodness of the obtained terms and the word boundaries dis-
covered by the terms. The number in each cell represents the
average precision, recall and F-score computed over all DTW
threshold values (e prw ). The term matching measurements il-
lustrated in the table mirror well the results displayed in Figures
2 and 3, showing a better performance than the baseline. Still,
in terms of of word boundaries, the systems employing bound-
ary information are penalized by a low recall and have lower
F-scores, even if the word boundaries found are much more ac-
curate.

Term Word Boundary

P R F P R F
Baseline | 45.3 | 38.5 | 38.8 | 22.8 | 2.8 | 4.7
Pause 47.1 | 409 | 409 | 24.1 | 25 | 42
Break 4 513 | 39.2 | 422 | 24.1 | 2.1 | 3.6
Break 3&4 | 52.6 | 358 | 404 | 244 | 1.7 | 3.0

Table 1: Average precision, recall and F-score for discovered
terms and word boundaries respectively, when the discard
method is used.



4.2. Experiment 2

In the previous experiment, we have observed that the method
used for incorporating boundary information tends to persis-
tently decrease the recall rate. This was due to the fact that
the approach used consisted in discarding all terms found strad-
dling a boundary. In this last experiment we wanted to com-
pare this method to a different one which does not discard the
terms spanning over several prosodic units, but shortens them
(truncate). In this method, a term straddling a boundary would
be truncated so it would include only the speech signal belong-
ing to the prosodic unit having the highest overlap in time with
the found term. The minimum term length constraint is applied
after the truncation procedure.

Term Word Boundary

P R F P R F
Baseline | 45.2 | 424 | 403 | 23.0 | 29 | 49
Pause 46.5 | 43.1 | 416 | 263 | 3.2 | 5.2
Break 4 49.1 | 41.6 | 424 | 275 | 3.1 | 5.2
Break 3&4 | 51.3 | 385 | 419 | 283 | 3.0 | 5.1

Table 2: Average precision, recall and F-score for discovered
terms and word boundaries respectively, when the truncate
method is used.

Table 2 illustrates the results obtained with this approach
of incorporating prosodic information for the various types of
information added. It contains the same type of information as
Table 1. As we expected, the approach which truncates terms
straddling a boundary gives a better recall than discard, at the
expense of a slightly lower precision. In terms of F-score, an
overall increase in performance is observed for all conditions.

The results in Table 2 show a small advantage in terms of
word boundary F-score when boundary information is used. We
detailed these results in Figure 4, by plotting the F-score over
the range of eprw values tested. It seems that for lower val-
ues of the DTW threshold, the baseline performs slightly bet-
ter than the other systems, but, as the system becomes more
permissive, the boundary information becomes more useful for
discriminating words. Thus, it encourages the use of prosodic
breaks information in conjunction with higher DTW thresholds
for improved performance of UTD systems.

Interestingly, we found that the system using intonational
phrase boundaries generally outperforms the system using
smaller breaks (intermediate boundaries), which correspond to
phonological phrase boundaries within the prosodic hierarchy
[20]. Smaller breaks give better precision but this, in turn, is
compensated by a worse recall which yields a slightly lower F-
score, also for the truncate case. This stands in contrast to
findings in psycholinguistics studies where smaller breaks do
seem to play a role, both for processing online speech in adults
and for boosting speech segmentation in babies [11, 8, 9, 10].
‘We speculate that this may be due to the fact that our system im-
poses a 500 ms limit on the size of the discovered terms, which
could affect proportionally more the breaks 3 and 4 compared to
breaks 4. In order to prove this, we looked at the length of frag-
ments delimited by boundaries. We discovered that when level
4 breaks are considered, 0.6% of the total speech fragments are
shorter than 500 ms, the minimum term length employed in this
study. This proportion increases to 3.7% when both level 3 and
level 4 boundaries are taken into account, but it is equal to 0%
for pauses. It means that for a percentage of the corpus no terms
can be found. In this case, it would be interesting to investigate
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Figure 4: Word boundary F-score obtained for different values
of eprw and various type of information used: baseline, pause
information, level 4 boundaries, and level 3 and 4 prosodic
boundaries.

whether a lower limit for minimum term length will boost the
recall rate, while not affecting too much the precision.

5. Conclusions

We have presented in this paper a preliminary study regarding
the usefulness of prosodic boundaries for unsupervised term de-
tection. Our findings show that boundary information, either in-
tonational boundaries or intermediate and intonational bound-
aries, increases the performance of the system. The better re-
sults obtained are mainly due to increasingly accurate found
terms, reflected in an improved precision. We have also com-
pared prosodic boundaries against pauses, a prosodic cue which
is generally easier to detect automatically. The system employ-
ing pauses outperformed the one using both level 3 and 4 bound-
aries, but it behaved worse than the system having knowledge
of level 4 boundaries. We have discovered this advantage of
pauses over level 3 and 4 boundaries to be due to a much lower
recall, caused in part by constraints imposed for the length of
the terms found.

The results we obtained encourage us to further continue
our investigation by planning to use in a future study automati-
cally extracted prosodic boundaries. In order to achieve this, we
are currently focusing on methods of prosodic boundary detec-
tion based exclusively on acoustic cues. A second direction to
pursue would be extending the study to several other languages.
While unsupervised term discovery was applied until now only
to less than a handful of languages we would expect prosodic
boundary information to bring a consistent improvement in any
language.
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