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1. Introduction

Mapping word forms onto their corresponding meanings is one of the most complex tasks that
young infants acquiring their native language have to perform. This is due to the fact that an
utterance can refer to many different aspects of a scene, a problem known as referential
ambiguity (Quine 1960). An even more basic problem, though, is that it is not easy to find
word forms to start with. In fact, the speech waveform is continuous, and word boundaries are
not readily available. Moreover, words often surface with different phonetic forms due to the
application of postlexical phonological processes; that is, surface word forms exhibit what we
call phonological variation.

Most models of lexical acquisition assume that infants can somehow extract unique
word forms out of the speech stream before they acquire the meaning of words (e.g. Siskind
1996). Hence, they propose a solution to the problem of referential ambiguity, thereby
assuming that the problems of f inding word boundaries and undoing phonological variation
have already been solved. There is evidence that infants can indeed find word boundaries
before they have a lexicon (Jusczyk & Aslin 1995). By contrast, virtually nothing is known
concerning the question of how prelexical infants deal with phonological variation. In this
paper, we will examine if and how infants that do not have a lexicon might undo phonological
variation, i.e. deduce which phonological processes apply and infer unique underlying word
forms that will constitute lexical entries.

The various intricacies of phonological variation for lexical acquisition can be
ill ustrated within a single language, i.e. Korean. First, consider the allophonic rule of
obstruent voicing. This rule voices plain obstruents that occur between two voiced segments,
as ill ustrated in (1); voiced obstruents do not otherwise occur in Korean.

(1) a. [k
� �

nba� ] ‘a big room’
b. [j � ppa� ] ‘a side room’

Obstruent voicing applies in (1a) but fails to apply in (1b), the phonological context not being
met in the latter case. The rule thus introduces variation of surface word forms. An infant that
segments [ba� ] out of [k� � nba� ] and [pa� ] out of [j � ppa� ] might incorrectly entertain the
hypothesis that [ba� ] and [pa� ] are two different lexical items. Indeed, quite often, words that
occur in the same syntactic position differ only minimally. For instance, Korean has a
phonemic aspiration contrast in stop consonants, as shown in (2).1
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1 We use a phonetic rather than a phonological representation, since we represent the linguistic input that infants
deal with.
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(2) a.  [pi] ‘rain’
b.  [p� i] ‘blood’

Thus, there is no a priori reason why (1) should be a case of allophonic variation and (2) a
case of phonemic contrast.2

Second, Korean has a rule that assimilates stops to an immediately following nasal
consonant, as ill ustrated in (3); the rule applies in (3a) but not in (3b).

(3) a. [pamnoanni] ‘did you put the rice?’
b. [paph� nni] ‘did you do (i.e. cook) the rice?’

This rule similarly introduces surface variation of word forms. However, the situation is even
more complex than in (1), since the resulting assimilated segments are themselves phonemic.
Again, an infant that segments [pam] out of [pamnoanni] and [pap] out of [paph� nni] might
incorrectly entertain the hypothesis that [pam] and [pap] are two different lexical items.

The question we would like to address, then, is how infants might find out that (1) and
(3) present instances of surface variation due to the application of a phonological rule,
whereas (2) presents a genuine phonemic contrast. In the former cases, the infant should
construct a single lexical item, for /pa	 / in (1) and for /pap/ in (3), while in the latter case, the
infant should construct two separate lexical items, for /pi/ and /p
 i/, respectively.

Not all postlexical phonology introduces variation of word forms. Consider, for
instance, Korean coda neutralization, ill ustrated in (4).

(4) a. /t� ip� / [t� ip] ~ [t� ip
 i] ‘straw - strawNOM’
b. /t� ip/ [t� ip] ~ [t� ibi] ‘house - houseNOM’

The contrast between aspirated and plain stops is neutralized in coda position. It is only in the
suff ixed forms, in which the stop consonants are in onset position, that this underlying
contrast is manifest. In this case, there is no surface variation of word forms; the non-suff ixed
words always surface as [t� ip]. Rather, variation is present in the phonological realization of
roots. Under the assumption that infants initially build lexical entries for word forms only, this
type of rule does not pose a problem for early lexical acquisition.

In this paper, we will argue that before learning the meaning of words, infants have
suff icient information to undo phonological variation of word forms as ill ustrated in (1) and
(3), that is, deduce the rules and find the underlying forms. By contrast, in the majority of
cases, they cannot find the underlying forms of words that present phonological variation at
the level of morphemes as ill ustrated in (4), although they can deduce which rule applies.

As to phonological variation of word forms, we will propose a learning mechanism
that deduces which rule applies and infers underlying phonemes and word forms. This
mechanism is based on an examination of the distribution of either surface segments or
surface word forms. The distribution of segments will be shown to provide suff icient
information in the case of allophonic rules, i.e. rules that involves segments that do not
otherwise occur in the language; the distribution of segments that are introduced by this type
of rule is complementary to that of segments that are the direct phonetic realization of certain
phonemes. For instance, in the example of Korean obstruent voicing in (1), voiced and
unvoiced obstruents have complementary distributions. This allows infants to deduce which
rule applies and to infer the underlying phonemes. The distribution of word forms will be
shown to be necessary in cases in which all surface segments have a phonemic status in the
language. In particular, infants can make use of the fact that certain word forms - i.e. the ones

                                                
2 In fact, the opposite pattern is found in English; that is, English has a phonemic voicing contrast in stop
consonants, whereas aspiration is allophonic.
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that have undergone the rule - fail to occur at the left or right edge of certain phrasal
constituents, where the context for application of the rule is never met. For instance, the
Korean surface word form [pam], derived from /pap/ by nasal assimilation (see (3)), fails to
occur at the end of utterances. Infants can make use of this type of distributional facts to
deduce which rule applies and to infer the underlying word forms.

As to phonological variation of morphemes, we will show that although the rules that
introduce this type of variation can be deduced in the absence of semantic knowledge, no
underlying forms can be inferred. These forms, in fact, can be found only if morphological
alternations are taken into account. For instance, whether the Korean surface word form [t� ip]
in (4) corresponds to underlying /t� ip� / or /t� ip/ can be decided only if it can be compared to a
morphologically related form. Presumably, infants that do not know the meaning of words do
not have access to such a strategy; consequently, they will i nitially build lexical entries for
surface rather than underlying word forms.

The outline of this paper is as follows. In section 2, we give an overview of
experimental data concerning the early stages of phonological and lexical acquisition. We
delimit the scope of our proposal in section 3. We then turn to phonological variation of word
forms in section 4, and lay out our proposal concerning the way infants might undo this type
of variation in the absence of word meanings. In section 5, we consider phonological variation
of morphemes, and show that in the majority of cases, it cannot be completely undone without
semantic knowledge. Finally, we present our conclusions in section 6.

2. Early phonological and lexical acquisition

Much experimental evidence has been gathered concerning infants’ acquisition of
phonological properties of their native language during the first year of li fe. Likewise, the
onset of lexical acquisition has been the topic of experimental investigation. In this section,
we mention some results that are of direct importance to the issues we address in this paper.
For an overview of experimental techniques used in infant speech perception research,
assessing infants’ discrimination capacities as well as their li stening preferences, we refer to
Polka, Jusczyk & Rvachew (1995).

First of all , infants are born with the capacity to discriminate all possible vowel and
consonant contrasts, regardless of whether they occur in their native language (for an
overview of research, see Werker 1991). It has been shown by Kuhl et al. (1992) that at 6
months of age, infants react specifically to vowels that are prototypic in their maternal
language. Polka & Werker (1994) found that at the same age, infants lose the abili ty to
discriminate non-native vowel contrasts. Together, these results show that 6-month-old
infants already know the vowels that occur in their language. The consonantal inventory is
acquired somewhat later. That is, it has been shown that between 10 and 12 months, infants
lose the abili ty to discriminate non-native consonantal contrasts, suggesting that they know
the consonants that occur in their language (Werker & Tees 1984a).

As to infants’ sensitivity to phonotactic properties, there is evidence that it equally
arises during the first year of li fe. Several studies report on infants’ li stening preferences at 9
months. First of all , at this age, infants prefer to li sten to phonotactically legal words rather
than to ill egal ones (Friederici & Wessels 1993); second, they prefer to li sten to non-words
with a high-probabili ty phonotactic pattern rather than those with a low-probabili ty
phonotactic pattern (Jusczyk, Luce & Charles-Luce 1994); finally, they prefer to li sten to
unfamiliar words of their native language than to words of a foreign language if the latter
violate the phonotactics of their native language (Jusczyk et al. 1993).

During the first year of li fe, infants develop a sensitivity to increasingly smaller
phrasal units. First, Hirsh-Pasek et al. (1987) showed that at 4½ months, infants li sten longer
to passages in which pauses were inserted at clause boundaries than at passages in which
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pauses were inserted within clauses. Second, using the same pause insertion technique,
Jusczyk et al. (1992) showed that at 9 months, infants are sensitive to phrase boundaries.
Finally, Myers et al. (1996) found that 11-month-old infants are sensitive to word boundaries.
They showed that infants li sten longer to passages containing pauses at word boundaries than
to passages containing pauses within words. These results hold when the crucial words are
unfamiliar, infrequent and not repeated within the passage.

The onset of word segmentation has been reported to lie at 7½ months. Jusczyk &
Aslin (1995) found that at this age, infants li sten longer to passages containing a word to
which they are habituated than to passages that do not contain such a word. The same results
are obtained if infants are habituated to passages containing several instances of certain words
and tested on these words in isolation. Thus, infants li sten longer to words that are contained
in the passages they heard previously than to words that are not contained in the passages.
Moreover, words appear to be stored in a detailed phonetic representation. For instance, when
trained on cup, infants show no recognition of tup, which differs only as far as the place of
articulation of the first segment is concerned.

There is recent experimental evidence that at 10½ months of age, infants recognize the
function words of their language. In particular, Shady, Jusczyk & Gerken (1988) reported that
at this age, infants li sten shorter to passages in which function words are replaced by non-
words having the same phonological properties. By contrast, they do not listen shorter if
content words are replaced by non-words having the same phonological properties. This
suggests that infants not only make a distinction between function words and content words,
but also recognize the actual function words of their language.

Various studies have addressed the question as to when the compilation of a lexicon of
content words begins. On the basis of comprehension tests as well as observational data in
mothers’ diary notes, Benedict (1979) reported that 10-month-olds comprehend around 10
words; this figure grows to around 40 at 12 month, and to 100 or more at 16 months. Of
course, mothers’ diaries may not reflect very accurately the infant's comprehension lexicon.
Recent experimental work, however, is consistent with this report. For instance, Hallé &
Boysson-Bardies (1994) found that at 10 months of age, infants prefer to li sten to a list of 12
familiar rather than to a list of 12 unfamiliar words.

To sum up, much experimental evidence has been gathered regarding early
phonological and lexical acquisition. What is actually lacking, though, is an investigation of
the acquisition of phonological alternations. In the remaining part of this paper, we will be
concerned with the question as to which alternations might be learned without any semantic
knowledge. Experimental studies will , of course, be necessary to put our proposals to test.

3. Scope of the proposal

Phonological systems are notoriously complex, in that they combine various rules that interact
with one another. We do not propose to solve the entire problem of undoing phonological
variation in early language acquisition. Rather, we make several simpli fying assumptions in
order to evaluate the learnabili ty of fragments of the system of phonological variation and
make predictions that can ultimately be tested in infants. Specifically, we consider an
idealization of human language that has the following properties.
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(5) Assumptions on linguistic input:
a. There is no rule interaction; in particular, each segment can be involved in at most

one phonological alternation.
b. There are no rules that delete or insert segments.
c. Assimilation rules spread onto an immediately adjacent segment; in other words,

there are no long-distance assimilations.

We will im plement these assumptions by considering isolated rules taken from real
languages.

Concerning infants’ innate linguistic knowledge, we make the following assumptions.

(6) Assumptions on the initial state:
a. Infants have innate knowledge of two levels of representation in phonology, i.e.

an abstract phonological representation and a concrete phonetic representation,
with the latter being derived from the former by the smallest possible system of
maximally simple rules.

b. Infants have innate knowledge of distinctive features as the primitives of
phonological representations, as well as of the feature structure of segments3 and
the types of rules (i.e. delinking and spreading) that may act upon them.

c. Infants have innate knowledge of the hierarchical organization of phonological
constituents above the segmental level.4

Furthermore, we will exploit the following linguistic abiliti es that infants acquire during
the first year of li fe, as evidenced by the experimental data discussed in section 2.

(7) Critical li nguistic abili ties of infants:
a. Infants are sensitive to the boundaries of phonological phrases, intonational

phrases, and utterances.
b. Infants have a segmental inventory.
c. Infants are sensitive to phonotactics.5

d. Infants segment speech into separate surface word forms.

We assume the segmental inventory in (7b) to be phonetic; that is, infants initially make no
distinction between segments that occur as allophones only and those that are phonemic.

4. Surface variation of word forms

In this section, we will consider rules that introduce surface variation of word forms, i.e. rules
whose structural description makes reference to properties of an adjacent word or to a
prosodic boundary. Examples of the former case are assimilation rules that apply across
words; the context for assimilation not being always met, words that contain a target for
assimilation surface in both an assimilated and an unassimilated form. In the latter case, the
rule applies at an edge of a phrasal phonological domain, or, conversely, is blocked at the
edge of such a domain; again, the context for the rule will not always be met, hence words
containing a target can surface in both an altered and an unaltered form.

We restrict our examination of rules that introduce surface variation of word forms to
those that apply at word edges.6 Our aim is to show that phonological variation at word edges
                                                
3 For the purposes of this paper, we do not need to assume a particular version of feature geometry.
4 We assume the version of the prosodic hierarchy proposed by Nespor & Vogel (1986). The phrasal constituents
that are relevant to our research are the phonological phrase, the intonational phrase, and the utterance.
5 See Hayes (to appear) for an optimality-theoretic approach to infants’ acquisition of phonotactics.
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can always be undone without any semantic knowledge. Crucially, in all cases, one of the
surface word forms corresponds to the underlying form. The infants task is thus, firstly, to
find out which rule applies, and, secondly, to determine which of the surface forms
corresponds to the underlying form. It should be noted that the underlying form of a word is
not necessarily identical to its citation form. For instance, Turkish liquid devoicing, to be
discussed in section 4.1.2, applies word-finally at the end of intonational phrases; words
pronounced in isolation form an intonational phrase and thus undergo the rule. Therefore, a
strategy by which infants attend to one-word utterances, taking these as underlying forms,
would be erroneous.7

We divide the rules that introduce surface variation of word forms into two classes, i.e.
allophonic and non-allophonic ones, and deal with these types in section 4.1. and 4.2,
respectively. We will show that undoing allophonic variation is relatively straightforward
compared to undoing non-allophonic variation.

4.1 Allophonic variation

Allophonic variation results from rules that introduce segments that do not otherwise occur in
the language. The distribution of these segments is thus complementary to that of segments
that are phonemic. We will show that the presence of complementary distributions suff ices to
undo allophonic variation without semantic knowledge. We will examine three cases, Greek
/s/-voicing (4.1.1), Turkish liquid devoicing (4.1.2), and Sanskrit visarga (4.1.3).

4.1.1 Greek /s/-voicing

Consider the following Greek data. In Greek, [z] is not phonemic, but rather occurs as an
allophone of /s/ before voiced consonants. The domain of this rule of /s/-voicing is the
intonational phrase (Nespor & Vogel 1986). The rule is ill ustrated in (8).

(8) a. o patera[s] ‘ the father’
b. o patera[z] mas ‘our father’
c. o patera[s], mu fenete, ine eksipnos ‘ the father, it seems to me, is

bright’

Hence, /s/-voicing applies between words if and only if they are in the same intonational
phrase (8b vs. 8c). Within intonational phrases, then, the following complementary
distributions can be observed:

(9) Complementary distributions within intonational phrases:
[z] occurs before voiced consonants only.
[s] occurs everywhere except before voiced consonants (i.e. before vowels and unvoiced

consonants, and at the end).

Given these complementary distributions, one of the segments must be present underlyingly
and the other one must be an allophone derived by a phonological rule. Under the assumption

                                                                                                                                                        
6 Surface variation of word forms can indeed also be found word-internally. For instance, Kimatuumbi has a rule
that shortens long vowels in certain words that are non-final within the phonological phrase; this rule applies
regardless of the position of the long vowel in the word (Odden 1987). Similarly, tone sandhi rules operate on a
vocalic tier, and may thus affect word-internal vowels. We are hence not concerned with this type of rules.
7 This strategy has several other flaws. For instance, infant directed speech does not necessarily contain many
one-word utterances (Aslin et al. 1996; Van de Weijer 1999), and it is unclear how infants could distinguish
between one-word and multi-word utterances (Christophe et al. 1994).
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that phonological systems are maximally simple, [z] must be the derived segment, since a rule
changing /s/ to [z] is more straightforward than one changing /z/ to [s]. This is due to the fact
that the environment in which [z] occurs is more homogeneous than the one in which [s]
occurs. Hence, it can be concluded that there is a rule that changes /s/ into [z] before a voiced
consonant that is in the same intonational phrase.

The conclusion concerning the allophonic variation can be drawn without word
segmentation being available; all that is needed are segmental prototypes and sensitivity to
intonational phrases. We therefore predict that once infants begin to segment words and build
a recognition lexicon, they will store pateras only once. That is, the surface variation between
patera[s]  and patera[z]  that results from the word-final application of /s/-voicing in, for
instance, (8b) does not lead infants to build two separate entries. By the time they begin
semantic acquisition, i.e. map word forms onto their corresponding meaning, the phonological
variation has already been undone.

4.1.2 Turkish liquid devoicing

A second example comes from Turkish. This language has a rule of liquid devoicing that
applies at the end of intonational phrases (Kaisse 1986). Turkish has two liquid consonants,
[r] and [l]; an example with the former is shown in (10).

(10) a. [ah� r  ald� ] ‘he bought a stable’
b. [a�� ili nja ah� r� , i �� eri girebili riz] ‘when the stable opens, we can go in’

Within intonational phrases, voiced and unvoiced liquids have complementary distributions:

(11) Complementary distributions within intonational phrases:
[r� ] and [l� ] occur only at the end.
[r] and [l] occur everywhere except at the end.

These complementary distributions are in some sense the opposite of what is found with
Greek /s/-voicing, since the rule applies at the edge of a domain rather than in the middle. The
logic from the acquisitional point of view, however, is the same. That is, given these
complementary distributions, it can be inferred that devoiced liquids are allophones of
underlying voiced liquids, and that there is a rule that devoices /l/ and /r/ at the end of
intonational phrases. As to the mapping of the allophones onto their corresponding phonemes,
liquid devoicing consists of delinking of the feature voice; given a universal feature geometry,
[r� ] and [l� ] must therefore be allophones of /r/ and /l/, respectively, rather than vice versa.

To conclude, we predict that infants deduce the rule of liquid devoicing and infer the
phonemes corresponding to the two derived allophones without any semantic knowledge.
Once they start to segment speech and build a lexicon, they will only construct lexical items
for word forms ending in a voiced liquid.

4.1.3 Sanskrit visarga

The final example of an allophonic rule we would like to discuss is Sanskrit visarga, which
turns utterance-final /r/ and /s/ into a voiceless breathing, called visarga (Selkirk 1978).
Examples are given in (12).

(12) utterance-medial utterance-final
a. deva/s/ deva[s] deva[h� ] ‘god’
b. puna/r/ puna[r] puna[h� ] ‘again’



PEPERKAMP & DUPOUX 8

This rule differs from the Greek and the Turkish ones discussed above in that the allophony is
many-to-one rather than one-to-one; hence, it neutralizes the contrast between [s] and [r] at
utterance endings. The complementary distributions that can be observed at the surface are
stated in (13).8

(13) Complementary distributions within utterances:
[h� ] occurs only at the end.
[r] and [s] occur everywhere except at the end.

On the basis of these distributions it can be concluded that [h� ] is an allophone of both /r/ and
/s/ and that there is a rule that changes /r/ and /s/ into [h� ] at the end of utterances. By contrast,
it cannot be decided for a given occurrence of [h� ] whether it derives from an underlying /r/ or
/s/. This is not a problem for lexical acquisition, though. In fact, once speech is segmented
into separate word forms, words ending in [h� ] can simply be deleted from the list of words
that need to be mapped onto a meaning, since the corresponding underlying word forms will
necessarily be segmented as well . The latter forms, then, will be the ones that should be
mapped onto a meaning.

We conclude that infants coping with this type of allophonic variation can deduce the
rule without any semantic knowledge. As to the replacement of a given instance of an
allophone by its corresponding phoneme, word segmentation is required. Given that word
segmentation necessarily precedes lexical acquisition, infants can from the start correctly
build lexical entries for underlying word forms only.

4.2 Non-allophonic variation

We now turn to variation of surface word forms introduced by rules that yield segments with
a phonemic status in the language. These rule are not involved in a pattern of complementary
distributions. We will propose a learning mechanism based on the comparison of complete
word forms that enables to deduce the rule and infer the underlying word forms without
semantic knowledge. In addition to those mentioned in (5) in section 3, we will make use of
the following assumption on the linguistic input.

(14) Additional assumption on the linguistic input:
Lexical words have a non-zero probabili ty of occurrence in both medial and final
position within phonological phrases, intonational phrases, and utterances.9

We also introduce an additional li nguistic abili ty of infants, acquired during the first year of
li fe.

(15) Additional criti cal li nguistic abil ity of infants:
Infants make a distinction between function words and lexical words.

We will examine two cases, Dutch nasal assimilation (4.2.1) and French voice assimilation
(4.2.2).

                                                
8 The situation we depict is oversimplified, in that we abstract away from at least two additional facts concerning
/s/. First, word-final /s/ assimilates in place of articulation to a following coronal stop; second, word-final /s/
optionally assimilates to any other following segment, and if assimilation does not apply, /s/ turns into [h� ] (cf.
Kiparsky 1973).
9 For the languages considered in this section, i.e. Dutch and French, this is likely to be true.
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4.2.1 Dutch nasal assimilation

Dutch has three nasal consonants, /n/, /m/ and / � /. Word-finally, the coronal nasal /n/
assimilates in place of articulation to a following non-coronal consonant (16a); by contrast,
/m/ and / � / never assimilate to a following consonant (16bc).10

(16) a. tien [tin] ‘ ten’
tien bomen [timbom� ] ‘ ten trees’
tien kamers [ti � kam� rs] ‘ ten rooms’

b. stom [st � m] ‘stupid’
stom dier [st � mdir] / * [st � ndir] ‘stupid animal’
stom kind [st � mk � nt] / * [st  ! k� nt] ‘stupid child’

c. jong [j  ! ] ‘ young’
jong dier [j  ! dir] / * [j  ndir] ‘ young animal’
jong paard [j  ! part] / * [j  mpart] ‘ young horse’

Crucially, [n] on the one hand and [m] and [ " ] on the other hand do not have complementary
distributions, since all three nasal consonants are phonemic. Therefore, the inference that in
(16a), [m] and [ " ] are surface manifestations of /n/ cannot be made.

According to Booij (1995), nasal assimilation applies within the domain of the
intonational phrase. The following surface regularity, then, appears to hold:

(17) Surface regularity within intonational phrases:
There are no clusters consisting of [n] followed by a non-coronal consonant.

This regularity is compatible with two hypotheses. The first one states that certain
occurrences of [m] and [ " ] before labial and velar consonants, respectively, are surface
manifestations of /n/, due to regressive nasal assimilation. According to the second
hypothesis, certain non-nasal coronal consonants following [n] are surface manifestations of
non-coronal consonants, due to progressive assimilation.

We propose that the correct, regressive, assimilation rule can be found without
semantic knowledge on the basis of a comparison of complete word forms that occur in
medial and final position, respectively, within the intonational phrase. For the sample data in
(16a), two lists including the surface word forms given in (18) should be compiled.11

(18) Distribution of surface word forms:
segmented intonational phrase medially: [tin] - [tim] - [ti " ] - [st  m] - [j  " ]
segmented intonational phrase finally: [tin] - - [st  m] - [j  " ]

Note that certain forms, i.e. [tim] and [ti " ], occur only in medial position. Given the
assumption that all l exical items have a non-zero probabili ty to occur at the end of
intonational phrases, these forms must be phonological variants of some forms that occur in
final position. Moreover, it can be observed that these variants have something in common,
i.e. they end in a non-coronal nasal consonant. Coupled with the observation in (17) that there
are no clusters of coronal [n] plus a non-coronal consonant, this li censes the hypothesis that
[tim] and [ti " ] are both assimilated forms of underlying /tin/. For [st  m] and [j  " ], such an
inference is not drawn, since they occur in both medial and final position. Finally, it can be

                                                
10 We abstract away from two additional facts. First, /n/ equally assimilates to a following labiodental or palatal
consonant, yielding the allophones [ # ] and [$ ], respectively, that do not occur as phonemes in Dutch; second,
within words, all nasal consonants assimilate in place of articulation to a following obstruent (cf. Booij 1995).
11 That infants can perform this task follows from the joint presence of the linguistic abiliti es mentioned in (7a)
and (7d) in section 3..
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checked that, in accordance with this hypothesis, [tim] and [ti % ] only occur before words
beginning with a labial or a velar consonant, respectively, whereas [st & m] and [j & % ] occur
everywhere.

Hence, the rule of nasal assimilation can be deduced and the underlying word forms
can be inferred without semantic knowledge on the basis of a comparison of surface word
forms that occur in medial and final position, respectively, within the intonational phrase.
Three caveats, however, are still i n order.

First, the data set with which we ill ustrated the mechanism is extremely limited; a real-
li fe sample would of course be much bigger. Specifically, it would include function words,
some of which - e.g. articles - never occur at the end of intonational phrases. One might thus
raise the question how to prevent the incorrect inference that function words that occur in
medial position only are phonological variants of some word forms that occur in final
position. We suggest that function words are processed as a separate class, which is
compatible with the fact that infants show an early abili ty to distinguish between function
words and content words.

Second, a few words should be said about homophony. Given that Dutch nasal
assimilation is non-allophonic, an assimilated form can be homophonous to another word in
the language. An example is given in (19).

(19) a. Han [h' n] ‘ id. (proper name)’
ham [h' m] ‘ id.’
hang [h' ( ] ‘bent’

b. Han bidt [h' mb) t] ‘Han prays’
Han koopt [h' ( kopt] ‘Han buys’

The three lexical items in (19a) differ only as far as the place feature of their final nasal
consonant is concerned. In (19b), it is shown that due to assimilation, the first lexical item can
have the same surface form as the two other ones. Given that the latter two can occur in final
position within the intonational phrase, the distributions of word forms in medial and final
position within the intonational phrase are completely identical. Therefore, the inference that
[h' m] and [h' * ] might be assimilated forms of underlying /h' n/ cannot be made. For the case
at hand, this is not a problem, since separate lexical entries should indeed be built not only for
[h' n] but also for [h' m] and [h' * ]. However, if there is much surface homophony, there will
be few word forms ending in [m] or [ * ] that are found in medial position only. Their absence
in final position, then, might be interpreted as an accidental gap rather than as a systematic
fact. Consequently, the general hypothesis according to which such forms have undergone
nasal assimilation might not be made. At present, we do not know the percentage of
homophony of surface word forms in Dutch. An actual learning algorithm, however, should
be capable of dealing with this type of noise in the signal.

The third caveat concerns the fact that we have tacitly assumed that nasal assimilation
is obligatory. Booij (1995), however, describes this rule as being optional. More realistic data,
then, would look like the ones in (20).

(20) Optional assimilation
a. tien [tin] ‘ ten’
b. tien dieren [tindir + ] ‘ ten animals’
c. tien bomen [timbom+ ] - [tinbom+ ] ‘ ten trees’
d. tien kamers [ti ( kam+ rs] - [tinkam+ rs] ‘ ten rooms’

Two observations regarding these data should be made. On the one hand, contrary to what is
found with obligatory assimilation, the coronal nasal [n] is not banned before non-coronal
consonants (20cd). On the other hand, on a par with obligatory assimilation, the surface forms
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[tim] and [ti , ] fail to occur in final position within the intonational phrase. In other words, the
surface regularity stated in (17) does not hold, but the distributions of word forms in medial
and final position in the intonational phrase are identical to those in (18). Since our proposal
for a learning mechanism relies on both a surface regularity and a differential distribution, the
case of optional rules seems problematic. We propose two possibiliti es to solve the problem.

The first solution is that it might be possible to devise an alternative learning
mechanism that does not rely on the presence of a surface regularity. In fact, in our proposal
this regularity is mainly used to restrict the set of rules that may be involved and, hence, to
accelerate the acquisition process. Given that the number of possible rules is finite, this
restriction might not be essential. The second solution is that a surface regularity might be
found if one or several of the following factors are taken into account. First, assimilation is
more likely to apply in casual speech than in careful speech. Second, assimilation is more
likely to apply in fast speech than in speech at a normal or a slow rate. Third, assimilation
might be optional in the intonational phrase but obligatory within the phonological phrase.
Hence, if speech style and rate as well as the size of the prosodic domain are taken into
account, restrictions on the occurrence of [n] might be noted, and the hypothesis that there is a
nasal assimilation rule might be raised.

To sum up, variation of surface word forms due to the rule of nasal assimilation can be
undone without semantic knowledge. We predict that infants can deduce this rule and infer
the underlying word forms once they can segment continuous speech into separate word
forms and store these forms into a recognition lexicon. As to the optionali ty of the rule, it
would be interesting to see whether in child-directed speech, assimilation is more frequent
than in adult-directed speech.

The case of Dutch nasal assimilation is relatively straightforward for two reasons.
First, the triggers (i.e. non-coronal consonants) and the target (i.e. the coronal nasal /n/) form
completely distinct sets. Second, the resulting segments (i.e. [m] and [ , ]) are not targets for
assimilation themselves. In the next section, we will examine an assimilation rule in which
these conditions do not hold.

4.2.2 French voice assimilation

Consider the data in (21), ill ustrating the rule of French voice assimilation.

(21) a. robe [ - . b] ‘dress’
robe jaune [ - . b / o0 n] ‘yellow dress’
robe sale [ 1 2 psal] ‘dirty dress’

b. patte [pat] ‘paw’
patte sale [patsal] ‘dirty paw’
patte jaune [pad 3 o0 n] ‘yellow paw’

Both triggers and targets are obstruents. As can be seen from these data, voice assimilation is
regressive and spreads both [+voice] and [-voice]. In the absence of the word meanings,
however, only the following surface regularity will be observable:12

(22) Surface regularity within utterances:
Obstruent clusters agree in voicing.

                                                
12 We do not know what the domain of assimilation is. For the sake of simplicity, we assume that assimilation
applies throughout the utterance. Given that infants are sensitive to utterances, intonational phrases and
phonological phrases alike (see section 2), the domain of the rule is irrelevant to our argument. That is, if the
domain turns out to be, for instance, the intonational phrase, one should read ‘ intonational phrase’ instead of
‘utterance’ in what follows.
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This observation leads to the hypothesis that there is a voice assimilation rule. Assimilation,
though, can be of different types. In fact, assimilation rules universally involve two
parameters, stated in (23).

(23) Universal parameters in assimilation
a. direction of assimilation: regressive, progressive, or bi-directional
b. spreading value: either marked or both marked and unmarked

We argue that the values of these parameters can be set in the absence of semantics, as
follows.

First of all , by crossing the two parameters in (23), we obtain six types of assimilation,
one of which, however, is logically impossible. That is, bi-directional assimilation of both the
marked and the unmarked value is ruled out, since spreading could be either to the left or to
the right, yielding different results.13 As a first step towards setting the values of the two
assimilation parameters, it can be deduced which types of assimilation are in accordance with
the surface regularity that obstruent clusters agree in voicing. That is, assimilation types that
yield disagreeing clusters on the surface are immediately ruled out. Table 1 shows for each
assimilation type whether the two disagreeing clusters, abbreviated as [+ -] and [- +], can
surface or not. In the latter case, they are preceded by ‘ * ’ .

direction of assimilationspreading value(s)
regressive progressive bi-directional

[+voice]  [+ -]    * [- +] * [+ -]      [- +] * [+ -]    * [- +]
[+voice],[-voice] * [+ -]    * [- +] * [+ -]    * [- +]

Table 1: Disagreeing clusters in voice assimilation typology

Thus, the following three types of assimilation yield surface patterns in which both
disagreeing clusters are ruled out:

(24) a. regressive assimilation; spreading of both [+voice] and [-voice]
b. progressive assimilation; spreading of both [+voice] and [-voice]
c. bi-directional assimilation; spreading of [+voice] only

Next, separate lists can be compiled of surface word forms that occur utterance-medially and
those that occur utterance-finally. For the sample data in (21), these lists look like as shown in
(25).

(25) Distribution of surface word forms within utterances:
occurrence in medial position: [ 4 5 b] - [ 4 5 p] - [pat] - [pad] - [ 6 o7 n] - [sal]
occurrence in final position: [ 4 5 b] - - [pat] - - [ 6 o7 n] - [sal]

Certain forms, i.e. [ 4 5 p] and [pad], occur in utterance-medial position only. Under the
assumption that all l exical items have a non-zero probabili ty to occur utterance-finally, these
forms must be phonological variants of some forms that occur in final position. Moreover, it
can be observed that these variants have something in common, i.e. they end in an obstruent.
This li censes the hypothesis that they are the result of the application of voice assimilation.14

                                                
13 For instance, in a cluster consisting of a voiced consonant followed by an unvoiced consonant, leftwards
spreading would result in a uniformly unvoiced cluster while rightwards spreading would result in a uniformly
voiced cluster.
14 Of course, in this extremely small data set, the fact that the phonological variants end in an obstruent while no
such regularity holds for, say, their initial segments might as well be interpreted as being accidental. A real-li fe
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It is now easy to see that assimilation is regressive. First, given that the phonological
variation concerns the final consonant in the word, spreading must be onto this consonant, i.e.
from right to left. Hence, progressive assimilation is ruled out. Second, given that the final
consonant of the phonological variants can surface as either voiced (as in [pad]) or unvoiced
(as in [ 8 9 p]), both values of the feature voice must spread. Therefore, bi-directional
assimilation, involving spreading of [+voice] only, is ruled out as well . Regressive
assimilation, then, with spreading of both feature values, is the only remaining possibili ty. In
other words, [ 8 9 p] and [pad] are recognized as phonological variants of / 8 9 b/ and /pat/,
respectively.15

To sum up, we have shown that phonological variation due to regressive voice
assimilation with spreading of both feature values can be undone in the absence of semantics.
It appears that variation due to the two other assimilation rules that yield the surface regularity
in (22) is harder to undo. Recall that these rules involve progressive spreading of both feature
values and bi-directional spreading of [+voice], respectively (see (24)). In order to ill ustrate
how surface variation introduced by these types of assimilation can be undone, we consider
two pseudofrench languages that are identical to French except that their voice assimilation
rules are progressive with spreading of both values and bi-directional with spreading of
[+voice], respectively. With progressive assimilation, spreading is onto word-initial
consonants only (26), while with bi-directional assimilation, spreading is onto both word-
initial and word-final consonants (27); in the examples, assimilated consonants are in
boldface.

(26) Pseudofrench I: progressive assimilation
a. robe sale [ 8 9 bzal] ‘dirty dress’

robe jaune [ 8 9 b : o; n] ‘yellow dress’
b. patte sale [patsal] ‘dirty paw’

patte jaune [pat< o= n] ‘yellow paw’

(27) Pseudofrench II: bi-directional assimilation
a. robe sale [ > ? bz]ale ‘dirty dress’

robe jaune [ > ? b @ o= n] ‘yellow dress’
b. patte sale [patsal] ‘dirty paw’

patte jaune [pad @ o= n] ‘yellow paw’

Crucially, if spreading is onto a word-initial consonant, the context for assimilation is never
met in utterance-initial position. In other words, the underlying forms surface utterance-
initially rather than utterance-finally. Hence, in order to find the differences in the distribution
of surface word forms in various positions in the utterance, the focus of attention should be
onto utterance beginnings in the case of progressive assimilation and onto both utterance
beginnings and utterance endings in the case of bi-directional assimilation. The distributions
of surface word forms in initial, medial, and final position in the two pseudo-languages are
shown in (28) and (29).

(28) Pseudofrench I, distribution of surface word forms within utterances:
occurrence in initial position: [ > ? b] - [pat] - [ @ o= n] -           - [sal]
occurrence in medial position: [ > ? b] - [pat] - [ @ o= n] - [ A o= n] - [sal] - [zal]
occurrence in final position: [ > ? b] - [pat] - [ @ o= n] - [ A o= n] - [sal] - [zal]

                                                                                                                                                        
sample, however, would be much bigger; hence the hypothesis that the variation is due to voice assimilation
would be raised on a more solid basis.
15 On a par with the case of Dutch nasal assimilation, three caveats regarding function words, homophony, and
optionali ty, respectively, are in order. See section 4.2.1 for discussion.
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 (29) Pseudofrench II, distribution of surface word forms within utterances:
occurrence in initial position: [ B C b] - [pat] - [pad] - [ D oE n] - [sal]
occurrence in medial position: [ B C b] - [pat] - [pad] - [ D oE n] - [sal] - [zal]
occurrence in final position: [ B C b] - [pat] - - [ D oE n] - [sal] - [zal]

These distributions are misleading, though, in that the great majority of utterances begin with
a function word, at least in right-recursive languages such as French. Consequently, a great
many lexical words never surface utterance-initially, and the rule cannot be deduced.16 As a
solution to this problem, it might be argued that function words can be stripped off from the
beginnings of utterances; the focus of attention, then, is on the first lexical word. However,
given that assimilation can apply between a function word and a following lexical word, there
would also be assimilated forms in the first lexical position; therefore, there would be no
differentiated distributions of word forms found in medial position and those found in the first
lexical position.

Alternatively, we propose a way of deducing progressive and bi-directional
assimilation that focuses on utterance endings only. It departs from the observation that there
are three types of assimilation that are in accordance with the surface regularity, and aims at
eliminating two of these. Consider first the distribution of word forms in medial and final
position in Pseudofrench I, thus ignoring the initial position altogether. These distributions are
completely identical, hence no form can be identified as a phonological variant. Therefore,
there is no leftwards spreading, and assimilation can thus be neither regressive nor bi-
directional. Assimilation, then, is progressive, and - given the surface regularity - both values
spread.

The case of Pseudofrench II is slightly more complicated. If a comparison is made
between forms in medial and final position, one form, i.e. [pad], is identified as a
phonological variant. In fact, [pad] occurs in medial but not in final position. Concerning this
form, it can be observed - given the complementary presence of [pat] - that the phonological
variation concerns the final consonant of the word. Hence, the assimilation rule must include
leftwards spreading. Moreover, this spreading involves the feature [+voice] only, since there
is no phonological variant ending in an unvoiced consonant. Given these two observations,
progressive and regressive assimilation with spreading of both feature values are both ruled
out. This allows to draw the conclusion that assimilation is bi-directional, with spreading of
[+voice] only.

We have shown, then, that the presence of progressive or bi-directional assimilation
can be deduced without taking utterance beginnings into account. However, in order to
completely undo the phonological variation, underlying word forms should also be inferred.
This step appears to be problematic in Pseudofrench I and II. In fact, in Pseudofrench I, all
underlying forms surface at utterance beginnings, modulo the occurrence of initial function
words, while in Pseudofrench II, half of the underlying forms surfaces in this position. Hence,
we are back at the problem that the learning mechanism needs information that is obscured by
the presence of function words. We would like to suggest a solution that - for reasons of space
- we can only sketch here. Essentially, we propose to use a more refined analysis of the
contexts in which word forms occur. Indeed, the surface regularity allows to determine the
contexts in which assimilation might apply, i.e. preceding or following a word that begins or
ends with an obstruent, respectively. Thus, instead of classifying words as occurring in medial
or final position within an utterance, one could store whether they are in the context of

                                                
16 One might hope to find a correlation between the direction of syntactic recursion and that of across-word
assimilation rules. In particular, if right-recursive languages had only regressive assimilation rules and left-
recursive languages had only progressive assimilation rules, the problem of function words obscuring the
differential distributions would be reduced to cases of bi-directional assimilation. The correlation, however, does
not exist; a counterexample is Dutch, which is syntactically right-recursive but has a progressive voice
assimilation rule (Booij 1995).
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assimilation or not. That is, two lists of word forms beginning or ending in an obstruent would
be compiled; one list would contain all word forms whose obstruent forms a cluster with an
initial or final obstruent in an adjacent word form, the other li st would contain all remaining
word forms. Crucially, the latter li st would be the more restricted one, exclusively containing
surface word forms that are identical to underlying forms.

To sum up this section, we have shown that surface variation of word forms
introduced by three voice assimilation rules that yield a single surface regularity can be
undone without semantic knowledge.17 Analogously to the case of Dutch nasal assimilation in
section 4.1, we predict that infants can deduce this type of rules and infer the underlying word
forms once they segment the speech stream into separate words and build a recognition
lexicon (i.e. store surface word forms).

4.3 Summary

We have argued that surface variation of word forms can be undone without semantic
knowledge, regardless of whether the variation is allophonic or non-allophonic. The cases we
examined can also be classified according to whether the rules that introduce the variation are
neutralizing or non-neutralizing. Notice that non-allophonic rules - i.e. rules are of the type “α
becomes β” where β is a phoneme in the language - are necessarily neutralizing; they
neutralize the distinction between the phonemes α and β. Allophonic rules, by contrast, can
be either neutralizing or non-neutralizing. By crossing the dimensions of allophony and
neutralization we thus obtain a three-way classification, shown in Table 2. In this table, we
note whether word segmentation is a prerequisite for the deduction of the rule and the
inference of underlying forms, respectively. If word segmentation is required, the process is
said to be ‘diff icult’ ; otherwise, it is said to be ‘easy’ .

deduction of the rule inference of underlying
forms

allophonic non-neutralizing
Greek /s/-voicing;
Turkish liquid devoicing

easy
easy

easy
easy

allophonic neutralizing
Sanskrit visarga easy diff icult

non-allophonic neutralizing
Dutch nasal assimilation;
French voice assimilation

diff icult
diff icult

diff icult
diff icult

Table 2: Undoing surface variation of word forms without semantics

Variation due to rules that are allophonic and non-neutralizing, such as Greek /s/-voicing and
Turkish liquid devoicing, are the easiest to undo in the absence of semantics; the first property
corresponds to exhibiting a pattern of complementary distributions, while the second one
assures a one-to-one correspondence between surface forms and underlying forms. Word
segmentation, then, does not come into play at all . Variation due to allophonic neutralizing
rules, such as Sanskrit visarga, is slightly more complex, since the one-to-one correspondence
is lacking; word segmentation is therefore required in order to infer the underlying forms.
Variation due to non-allophonic (hence, neutralizing) rules, such as Dutch nasal assimilation
and French voice assimilation, is the hardest to undo, since there is no pattern of

                                                
17 We do not deal with the two remaining types, involving leftwards and rightwards spreading of the marked
feature [+voice]. Note that Dutch nasal assimilation, treated in 4.2.1, is similar to the first one of these; in fact,
this rule spreads the marked place features labial and velar to the left.
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complementary distributions to begin with. This type of variation, then, can be undone only if
word segmentation is available and a recognition lexicon can be constructed.

5. Surface variation of morphemes

As we have seen above, the process of undoing phonological variation consists of two steps.
First, the rule that introduces the variation must be deduced. Second, given a surface form, the
underlying form must be inferred. In the previous section, we have shown that both tasks can
be accomplished without semantics in the case of surface variation of word forms. In this
section, we turn to surface variation of morphemes rather than of words, and argue that in the
absence of semantics, rules that introduces such variation can always be deduced; inferring
underlying forms, by contrast, can be accomplished only if the rule is allophonic and non-
neutralizing.

Surface variation of morphemes is introduced by rules that do not make reference to
properties of an adjacent word or to a prosodic boundary larger than that of the prosodic
word. The variation can appear both word-internally and at a word edge; we will consider
examples of both types. We will examine allophonic variation first (5.1), and then turn to non-
allophonic variation (5.2).

5.1 Allophonic variation

We will consider three cases of allophonic variation; the first two cases concern non-
neutralizing rules, i.e. Japanese affrication (5.1.1) and Italian /s/-voicing (5.1.2), while the
third case concerns a neutralizing rule, i.e. Chamorro vowel reduction (5.1.3). We will argue
that only allophonic non-neutralizing variation can be completely undone in the absence of
semantics.

5.1.1 Japanese affrication

In Japanese, /t/ turns into [ts] whenever it precedes the vowel [u]; the affr icate [ts] does not
otherwise occur in the language18 (Itô & Mester 1995). This is ill ustrated in (30).

(30) a. [kat-anai] [kats-u] ‘winNEG - winPRES’
b. [kakikukeko] [tatF itsuteto] ‘k-column - t-column’

Given that no word can end in [t], the context for affr ication is never met across words.
Hence, this allophonic rule introduces surface variation of morphemes rather than of word
forms. Moreover, [t] and [ts] have complementary distributions:

(31) Complementary distributions:
[ts] occurs only before [u].
[t] occurs everywhere except before [u].

Each surface [ts], then, must correspond to an underlying /t/, and this conclusion can be drawn
on the basis of a phonetic representation only, that is without access to word segmentation and
semantic knowledge. Therefore, we predict that infants can deduce this rule and infer the

                                                
18 We abstract away from the occurrence of [ts] before other vowels in foreign loans, such as tsaitogaisuto
‘Zeitgeist’ .



PEPERKAMP & DUPOUX 17

underlying phoneme before they begin to segment speech into separate words; they should
thus recode each instance of [ts] as an underlying /t/.

5.1.2 Italian /s/-voicing

As opposed to the case of Japanese affrication, much allophonic variation of morphemes
requires word segmentation in order to be undone. In particular, this holds for variation
resulting from rules that are blocked across words. Consider, for instance, Italian /s/-voicing.
This rule voices /s/ if it precedes a voiced consonant in the same word; the resulting [z] does
not otherwise occur in the language (Camilli 1965).19 This rule thus introduces variation of
morphemes, as ill ustrated for the prefix dis- in (32).

(32) a. disdire [dizdire] ‘ to denie’
b. disfare [disfare] ‘ to undo’

The rule applying within words only, [s] and [z] do not have complementary distributions
within a phrasal domain. To see this, consider (33), where the rule applies within a word (33a)
but fails to apply in a two-word phrase (33b).

(33) a. bislungo [bizluG o] ‘oblong’
b. bis lungo [bisluG o] ‘ long encore’

In the absence of word boundaries, only the following surface regularity can be observed.

(34) Surface regularity:
[z] occurs before voiced consonants only.

This regularity is compatible with at least two hypotheses: either [z] is an allophone of /s/ that
appears before voiced consonants within some domain, or there is a phoneme /z/ that devoices
before unvoiced consonants as well as before vowels.

Which of these two hypotheses is correct cannot be decided unless word boundaries
can be taken into account. Complementary distributions within words can then be observed:

(35) Complementary distributions within words:
[z] occurs before voiced consonants.
[s] occurs everywhere except before voiced consonants.

The possibili ty that /z/ is a phoneme that devoices before unvoiced consonants as well as
before vowels is now ruled out, since it fails to account for the fact that [s] does not occur
before voiced consonants.20 Therefore, [z] must be an allophone of /s/ that appears before
voiced consonants only.

To conclude, we predict that infants can undo the surface variation due to /s/-voicing
once they have acquired word segmentation.

5.1.3 Chamorro vowel reduction

                                                
19 At least not in central and southern varieties of Italian; in northern varieties, [z] also occurs as an allophone of
/s/ between vowels (Nespor & Vogel 1986).
20 One might argue that this was not a viable option to begin with, given our assumption that each segment is
involved in at most one phonological rule. Indeed, both assimilation (before unvoiced consonants) and
dissimilation (before vowels) would be involved.
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As an example of an allophonic neutralizing rule, consider Chamorro vowel reduction
(Topping 1968). In Chamorro, /u/ and /o/ are reduced to [ H ] in unstressed syllables.21 This is
ill ustrated in (36).

(36) a. [dágI ] ~ [i dJ gú-hù] ‘yam – my yam’
b. [pécI ] ~ [i pK có-kù] ‘chest – my chest’

The allophone [ L ] does not otherwise occur in the language. Under the assumption that stress
is available as a distinctive suprasegmental property of vowels, the following complementary
distributions can be observed:

(37) Complementary distributions:
[ L ] occurs without stress only.
[u] and [o] occur under stress only.

Note that - as opposed to all other cases of complementary distributions we have examined so
far - these distributions are equally homogeneous. Homogeneity is therefore not available as a
cue for deducing which rule applies. However, given that phonological rules are
deterministic, [u] and [o] cannot be both derived by rule from a single underlying phoneme
/ L /. As a consequence, the distributions in (37) are only compatible with the hypothesis that
there is a rule of vowel reduction, changing /u/ and /o/ into [ L ].

We have shown, then, that the rule of vowel reduction can be deduced without word
segmentation being available. It is easy to see, though, that even when surface word forms are
given, the underlying vowel for a given occurrence of [ L ] cannot be inferred. In fact, the
alternations in (36) introduce variation in the phonological realization of morphemes rather
than complete word forms; the words in the first column can be related to those in the second
one only on the basis of lexical knowledge, i.e. morphology and semantics. Consequently, we
predict that in the phonological representation of words in the mental lexicon, infants will
include [ L ] rather than the underlying full vowel from which it is derived; as morphology
becomes available, they can recode the words more abstractly and delete [ L ] from the
phonological representation.

5.2 Non-allophonic variation

We are now left with non-allophonic variation of morphemes, which can only be introduced
by neutralizing rules. Using an example from German, we will show that this type of variation
cannot be completely undone in the absence of semantics.

5.2.1 German final devoicing

In German, the underlying contrast between voiced and unvoiced obstruents is neutralized in
syllable-final position. In that position, only unvoiced obstruents surface. This neutralization
is ill ustrated in (38).

(38) a. /bunt/ [bunt] ~ [bun.te] ‘multi -coloredMASC-FEM’
b. /bund/ [bunt] ~ [bun.de] ‘ leagueNOM-DAT’

                                                
21 Chamorro has a six-vowel system. We abstract away from the fact that the remaining four vowels similarly
undergo pair-wise reduction to two other allophones.
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Unvoiced obstruents being phonemic, their distribution is not complementary to that of
voiced obstruents. However, once word segmentation is available, the following surface
regularity can be observed:

(39) Surface regularity within words:
Voiced obstruents do not occur in final position.22

Given that voiced obstruents are found in other positions, this regularity triggers the
hypothesis that word-finally, voiced obstruents are devoiced.

The rule can thus be deduced if word segmentation is taken into account. However,
given that the rule introduces variation in the phonological realization of morphemes but not
in that of complete word forms, the underlying voicing value for a given word-final obstruent
cannot be inferred without morphology. In fact, the words in the left-hand column in (38) can
be related to those in the right-hand one only on the basis of lexical knowledge, i.e.
morphology. We predict, then, that infants will i nitially store words in their mental lexicon
with word-final unvoiced obstruents, regardless of whether these obstruents are underlyingly
voiced or voiceless; it is only when morphology and semantics become available that infants
can infer the underlying consonants and modify the phonological representation of words
accordingly.

5.3 Summary

Table 3 summarizes the results regarding surface variation of morphemes. The rules are
classified according to whether they are allophonic and/or neutralizing. In this table, we note
whether in the absence of semantics, the rules can be deduced and the underlying forms can
be inferred, respectively. As in Table 2, ‘easy’ stands for a process without word
segmentation, while ‘diff icult’ denotes that word segmentation is required.

deduction of the rule inference of underlying
forms

allophonic non-neutralizing
Japanese affrication;
Italian /s/-voicing

easy
diff icult

easy
diff icult

allophonic neutralizing
Chamorro vowel reduction easy impossible

non-allophonic neutralizing
German final devoicing diff icult impossible

Table 3: Undoing surface variation of morphemes without semantics

Only surface variation introduced by allophonic non-neutralizing rules, such as Japanese
affr ication and Italian /s/-voicing, can be completely undone without semantics. The case of
Japanese affrication is particularly straightforward, since word segmentation is unnecessary.
Variation introduced by allophonic neutralizing or non-allophonic neutralizing rules, such as
Chamorro vowel reduction and German final devoicing, respectively, cannot be completely
undone without semantics; that is, while the rules can be deduced, the underlying forms
cannot be inferred in the absence of semantic knowledge.

                                                
22 We assume that word segmentation precedes syllable segmentation. Hence, the correct generalization that
voiced obstruents fail to occur syllable-finally, will be made only at some later stage.
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6. Conclusions

In this paper, we have examined surface variation of word forms or morphemes introduced by
postlexical phonological rules. We have decomposed the process of undoing phonological
variation into two steps, consisting of the deduction of the rule and the inference of
underlying phonemes and word forms, respectively. We have argued that a rule can always be
deduced in the absence of semantics. As to the inference of underlying phonemes and word
forms, we have argued that if the phonological variation concerns word forms it can always
be drawn in the absence of semantics; if the variation concerns morphemes only, by contrast,
it cannot in general be drawn (the exception being the case of allophonic non-neutralizing
rules). In terms of early lexical acquisition, these results boil down to the following
generalizations. On the one hand, all phonological variation that complicates the problem of
lexical acquisition, i.e. variation of word forms, can be undone by infants before constructing
a lexicon. On the other hand, most of the phonological variation that does not interfere with
early lexical acquisition, i.e. variation of morphemes, cannot be undone at this stage.23 Hence,
we conclude that surface variation introduced by postlexical phonology does not interfere
with early lexical acquisition; that is, infants can find all and only those word forms, i.e. the
underlying word forms, that need to be mapped onto a meaning before they actually begin to
resolve the form-to-meaning problem.24

Of course, we made many simpli fying assumptions, and the real task faced by infants
is much more complex. For instance, languages generally have more than one postlexical rule,
and, more importantly, rules often interact with one another. A consequence of rule
interaction is that some rules are opaque, in that there is no surface true generalization
pertaining to them. That is, either their output or their context of application is transformed by
the application of another rule. Despite the numerous simpli fications, our approach allows to
make predictions regarding the order in which various types of phonological variation are
undone by infants. Specifically, we have shown that for certain types of variation, both the
deduction of the rules and the inference of underlying forms are ‘easy’ , in that they can be
coped with without word segmentation (see Tables 2 and 3). Hence, these types of variation
can be undone by infants within the first year of li fe. Other types of phonological variation are
‘diff icult’ to undo, in that the inference of underlying forms and often also the deduction of
the rule require word segmentation. We expect that infants will only be able to undo these
types of variation once they have stored a fair amount of lexical items into a recognition
lexicon, that is, presumably only within their second year of li fe. Finally, some types of
phonological variation cannot be completely coped with without semantic knowledge, since
the underlying forms cannot be inferred. We predict that infants will not undo these types of
variation until they are well advanced into the sound-to-meaning acquisition and begin to
decompose words into morphemes.25 We plan to carry out both experiments with infants and
computer simulations to test these predictions.
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