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Plan

• How neurons integrate inputs

• Spike is a decision

• What is the threshold? What is the spike?

• Constructing a spike

• Constructing a network for decisions 

– 1 unit

– 2 units: winner take all



Major Concepts

• All-or-none events

• Threshold crossing with no return

• Auto-catalysis: state-dependent positive 
feedback

• Reset: state-dependent delayed or slower 
negative feedback

• Memory/Forgeting: leak

• Winner-take-all dynamics













Basic Operation: Integration

Neuron adds up its inputs

dV

dt
= I = EPSC(ti )∑

input − currents(ti )∑



dV

dt
= I = EPSC(ti )∑

input − currents(ti )∑

+ Threshold to create a spike

+ Reset Voltage

Perfect Integrator.



dV

dt
= I(t) = EPSC(t − ti )∑

dV

dtV (0)

V

∫ = I(t)
0

t

∫ dt = EPSP(ti )∑
0

t

∫ dt

EPSC(t) = 0 for t<t i

= e− t− ti

dV

dtV (0)

V

∫ = 0 + e−(t− ti )

ti

t

∫ dt = 1+ e(t− ti )

As time gets big, V(t) -> 1+V(0)

V

time

Perfect Integrator



Leak: forgetting

τ dV
dt

= −V + I(t) = −V + EPSC(t − ti )∑

τ dV
dt

= −(V − Em )+ I(t) = −(V − Em )+ EPSC(t − ti )∑

Get here from Ohm’s Law

I=IR+Ic=VR+CdV/dt

Lapicque (1907)



Leaky Integrate and Fire Model

τ dV
dt

= −(V − Em )+ I(t) = −(V − Em )+ EPSC(t − ti )∑

+ threshold and reset



What is the threshold?

How is the spike made?

Biophysics

Break Down Model

Capacitance/resistance 

breaks down

RC
dV

dt
= −V + I(t)



Current Across Membrane

Pass a constant input current

Track the voltage

Record Current-Voltage Function

I-V Curves



Nobel Prize, 1959









Voltage event

Current -- ′V (t)

Na Activation

Na inactivation

K activation

slow

fast

The Action Potential: players





In order to produce the spike

• Integrate inputs

•State dependent positive feedback: autocatalysis

•Cross-threshold: 

•Point of no return for Na

•All-or-none action (potential)

•Fast Positive feedback

•Slower NEGATIVE FEEDBACK

•Forgetting: leak



So a spike is like a decision

• Neuron integrates inputs

• Decides if they are above 

threshold

• Take a all-or-none action

• Resets to start again

•Observer collects evidence

•Decides if his/her certainty 

threshold is reached

•Takes the action

•Starts over again

When the inputs (evidence) come randomly in time

Voltage does a random walk to threshold

Classical models of decision making: diffusion models

Leak: forgetting the evidence!



In order to make decision for two 

choices?

• Imagine neuron 

– Choice 1 + inputs

– Choice 2 - inputs

• Integrate to two thresholds

• Two neurons

– Neuron 1 - choice 1

– Neuron 2 - choice 2



Decision Time

• How long does it take to 

reach the decision 

criterion

• Spike Time

– How long does it take to 

reach the threshold

• Force/rate of evidence

• Rate of forgetting 

– Time constant



Interactions Between Choices

• No interactions -- both choices are 

possible at same time

– Cogmaster AND Sleep

• Alternative choice

– Cogmaster OR Sleep

• Exclusive spiking: winner-take-all

• Inhibition between neurons
dV1

dt
= −
V1

τ
+ IA (t)− s12

dV2

dt
= −
V2

τ
+ IB (t)− s21

dsij

dt
=

δ (t − t j )
τ s

+threshold

+ reset



- Forgetting at rate of leak

dV1

dt
= −
V1

τ
+ IA (t)− s12

dV2

dt
= −
V2

τ
+ IB (t)− s21

dsij

dt
=

δ (t − t j )
τ s

A B



 

dV1

dt
= −
V1

τ
+ IA (t) +∑ sijA −∑ sijB

M

dViA

dt
= −
ViA

τ
+ IA (t)+∑ sijA −∑ sijB

dV1B

dt
= −
V1B

τ
+ IB (t)+∑ sijB −∑ sijA

M

dViB

dt
= −
ViB

τ
+ IB (t)+ sijB − sijA

dsij

dt
= g

δ (t − t j )
τ s

Mutual excitation of like neurons 

gives memory



From single neuron to networks

• Winner-take all in networks 

of firing rate units.

dU1

dt
= −
U1

τ
+ S[IA (t)+ s11U1 − s12U2 ]

dU2

dt
= −
U2

τ
+ S[IB (t)+ s22U2 − s21U1]



Making the Decision

•Triple well: weak interactions

•Stronger interactions, no data: 

•Double well

•Data comes in: push off the well

QuickTime™ and a
TIFF (LZW) decompressor

are needed to see this picture.



QuickTime™ and a
TIFF (LZW) decompressor

are needed to see this picture.
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QuickTime™ and a
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are needed to see this picture.

QuickTime™ and a
TIFF (LZW) decompressor

are needed to see this picture.



Major Concepts

• Integration

• Threshold -- point of no return

• Positive self-feedback: 

memory

• Leak: forgetting

• Negative Slower Feedback: 

competition/reset



Decision Task


