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Classical conditioning a la Pavlov
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What does the dog want!

Assume: The dog wants to be able to predict the reward!

u; stimulusin triali: v; =0 or u; =1
r;, rewardin triali: r;, =0 or r; =1
v; reward that the dog expects in trial |
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What does the dog learn?

Assume: The dog wants to be able to predict the reward!

u; stimulusin triali: v; =0 or u; =1
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v; reward that the dog expects in trial |

Assume: The dog Iearns to minimize a “loss” function:
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What does the dog learn?

Assume: The dog wants to be able to predict the reward!

u; stimulusin triali: uv; =0 or u; =1 !
r; rewardintriali: r;, =0 or 7, =1 <2
v; reward that the dog expects in trial | e

Assume: The dog Iearns to minimize a “loss” function:
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dog’s model Vi =\W2ti

of the world
parameter that the dog needs to learn

from observations



What does the dog learn?

Assume: The dog wants to be able to predict the reward!

u; stimulusin triali: v; =0 or u; =1
r;, rewardin triali: r;, =0 or r; =1
v; reward that the dog expects in trial |

Assume: The dog Iearns to minimize a “loss” function:
L E - U'l

UV; — WUy

N

“Loss’’ in the i-th trial:

loss function L
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How should the dog adopt its
world model?

“Loss” in the i-th trial:

L; = (r; — wuy)?

Update parameter w to decrease loss!
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How should the dog adopt its
world model?

weight w



How should the dog adopt its

world model?

d d
L= —
dw dw

= —2u;(r; — wu;)
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Update parameter w to decrease loss!
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How should the dog adopt its

world model!?
d d ,

%Li = %(7’*Z — Wu;)

= —2u;(r; — wu;)

= —2u,;0; 0j = Ti — UW; =T — U
“prediction error”
Update parameter w to decrease loss!
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Minimizing the loss function

Minimize loss function (= maximize ability to predict reward)
d d 0

Jw = g W)

= —2u;(r; — wu;)
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prediction error

“Rescorla-Wagner”-rule

W — W + €0;U;

loss function L

weight w



Rescorla-Wagner rule:
Conditioning and extinction

stimulus + reward stimulus
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Rabbit eye blinking:
Conditioning and extinction
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Classical conditioning: blocking

sound food salivation

clapping sound food salivation

salivation
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Reward prediction with multiple stimuli:
vectorized Rescorla-Vagner rule

Simple linear model (i-th trial)
Z ‘Af 11@
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“Rescorla-VWagner”-rule
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Classical conditioning: blocking
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Inhibitory conditioning
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sound food salivation
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Classical conditioning:
inhibitory conditioning
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Secondary conditioning

sound food
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=) cannot be explained by Rescorla-Wagner ...



