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Whether phonological deficits in developmental dyslexia are associated with impaired

neural sampling of auditory information is still under debate. Previous findings suggested

that dyslexic participants showed atypical neural entrainment to slow and/or fast tem-

poral modulations in speech, which might affect prosodic/syllabic and phonemic pro-

cessing respectively. However, the large methodological variations across these studies do

not allow us to draw clear conclusions on the nature of the entrainment deficit in dyslexia.

Using magnetoencephalography, we measured neural entrainment to nonspeech and

speech in both groups. We first aimed to conceptually replicate previous studies on audi-

tory entrainment in dyslexia, using the same measurement methods as in previous

studies, and also using new measurement methods (cross-correlation analyses) to better

characterize the synchronization between stimulus and brain response. We failed to

observe any of the significant group differences that had previously been reported in delta,

theta and gamma frequency bands, whether using speech or nonspeech stimuli. However,

when analyzing amplitude cross-correlations between noise stimuli and brain responses,

we found that control participants showed larger responses than dyslexic participants in

the delta range in the right hemisphere and in the gamma range in the left hemisphere.

Overall, our results are weakly consistent with the hypothesis that dyslexic individuals

show an atypical entrainment to temporal modulations. Our attempt at replicating
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previously published results highlights the multiple weaknesses of this research area,

particularly low statistical power due to small sample size, and the lack of methodological

standards inducing considerable heterogeneity of measurement and analysis methods

across studies.

© 2021 Elsevier Ltd. All rights reserved.
1. Introduction

Temporal coding plays a critical role in speech processing and

is fundamental to phonological representation, the mental

representation of speech sounds. Temporal coding is thought

to be accomplished in part by neural entrainment to the

temporal modulations of speech at different time scales

(Bourguignon et al., 2020; Giraud & Poeppel, 2012; Molinaro &

Lizarazu, 2018; Schroeder & Lakatos, 2009). Delta (1e3 Hz)

and theta (4e7 Hz) oscillations in auditory regions align to

prosodic and syllabic rhythms (slow temporalmodulations) of

speech respectively, while gamma oscillations (25e60 Hz)

track phonemic information (fast temporal modulations)

(Gross et al., 2013; Leong & Goswami, 2014; Lizarazu et al.,

2020; Lizarazu et al., 2019). Furthermore, prior research on

the brain bases of temporal sensitivity suggests a right

hemisphere preference for processing slow temporal modu-

lations (Poeppel, 2003; Boemio et al., 2005; Abrams et al., 2008;

Telkemeyer et al., 2009), and a symmetric pattern for fast

modulations (Jamison et al., 2005; Obleser et al., 2008).

Interestingly, previous studies have suggested that a

disturbance of auditory entrainment and of the functional

hemispheric asymmetries during speech processing may be

related to language disorders such as dyslexia (Abrams et al.,

2009; Goswami, 2011; Giraud & Poeppel, 2012; Lallier et al.,

2017, 2018; Lizarazu et al., 2020). It is now well-established

that the primary cognitive difficulty found in dyslexia is a

difficulty in phonological skills, including phonological

awareness, verbal short-term memory and rapid naming

(Wagner & Torgesen, 1987). Beyond this consensus, ongoing

debates concern whether phonological representations

themselves are disrupted (e.g., Noordenbos& Serniclaes, 2015)

or not (Ramus & Szenkovits, 2008), and whether this phono-

logical deficit originates in defective auditory perceptual pro-

cessing (see H€am€al€ainen et al., 2013 for a review) or not

(Ramus, 2003; Rosen, 2003). More recently, the study of neural

entrainment to temporal modulations has provided a new

framework to conceptualize deficits in dyslexia, integrating

basic auditory and phonological processing (Goswami, 2011;

Giraud & Ramus, 2013; see Jim�enez-Bravo et al., 2017 for a

recent review; Lizarazu et al., 2020) (view Table 1 for a sum-

mary of the main functional studies).

On the one hand, Goswami (2011) has hypothesized that

dyslexic readers might show atypical neural entrainment in

the delta and theta bands, thereby leading to processing def-

icits at the prosodic and syllable levels. In the delta band, the

dyslexic brain may exhibit weaker entrainment during the

processing of speech sounds in right auditory regions, and

reduced or absent right-hemisphere lateralization (Molinaro
et al., 2016; Power et al., 2013, 2016). Abnormal phase

entrainment in the delta range has also been observed during

the processing of nonspeech auditory signals in dyslexic

participants (H€am€al€ainen et al., 2012). H€am€al€ainen et al. (2012)

measured the phase of the auditory steady-state responses

(ASSR) to the presentation of white noise amplitude modu-

lated (AM) at 2, 4, 10 and 20 Hz in control and dyslexic readers.

They found that dyslexic readers exhibited weaker ASSR

phase to 2 Hz AM white noise in right auditory regions. In

addition, only control participants showed larger ASSR phase

in right than in left auditory regions, indicating more bilateral

entrainment in participants with dyslexia. More recently,

using functional near-infrared spectroscopy (fNIRS), Cutini

et al. (2016) reported that dyslexic readers showed atypical

HbO (oxygenated hemoglobin) concentration indices during

the processing of 2 Hz AM white noise in the right supra-

marginal gyrus a region suggested to be involved in the pro-

cessing of speech rhythm and prosody (Geiser et al., 2008). In

the theta band, evidence for an abnormal neural entrainment

in the auditory regions of dyslexic participants is less

conclusive. Increased ASSR phase (Lizarazu et al., 2015) and

decrease ASSR power (De Vos et al., 2017) in bilateral auditory

cortex has been reported in dyslexic readers compared to

controls during the processing of 4 Hz AM white noise. No

evidence for a disruption in the theta band was found during

the processing of speech sounds (Lehongre et al., 2013;

Molinaro et al., 2016; Power et al., 2016).

On the other hand, Giraud and Poeppel (2012) have hy-

pothesized that dyslexic readers might show impaired

entrainment in the gamma band, which might disrupt the

representation of or the access to phonemic units. Using

nonspeech audio signals (AM white noise), McAnally and

Stein (1997) showed reduced ASSR power to AMs from 20 to

80 Hz in dyslexic readers compared to controls. Menell et al.

(1999) also measured the ASSR power to 10, 20, 40, 80 and

160 Hz AMs and showed that the ASSR power was weaker in

dyslexic readers compared to controls at all AM rates. How-

ever, these studies were unable to examine possible differ-

ences in scalp distribution between groups and AM rates,

because a single electrode was used to measure ASSR.

Lehongre et al. (2011) measured the power of the ASSR in

response to white noise across a broad range of amplitude

modulations (10e80 Hz) and showed that the ASSR power at

30 Hz was weaker in left auditory regions for dyslexic readers

compared to controls. Similarly, using whole scalp EEG

recording, Poelmans et al. (2012) also reported reduced ASSR

power to 20 Hz AM speech-weighted noise in the left hemi-

sphere in dyslexic readers compared to controls. Additionally,

Poelmans et al. (2012) found that the inter-hemispheric phase

https://doi.org/10.1016/j.cortex.2020.12.024
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Table 1 e Summary of the studies analyzing auditory neural entrainment in dyslexia.

Study Technique NC, ND Age (C, D) Language Stimuli Measure Delta Theta Beta Gamma

McAnally and Stein (1997) EEG 15, 15 27, 28 English AM white-noise SNR ? ? D < C

d ¼ .56

Menell et al. (1999) EEG 21, 24 26, 28 English AM white-noise SNR ? ? D < C

d ¼ .47

Lehongre et al. (2011) MEG 23, 21 24, 25 French AM white-noise SNR ? ? D < C in LH

d ¼ ?

Poelmans et al. (2012) EEG 30, 30 21,22 Dutch AM speech weighted-noise SNR ? D ¼ C D < C in LH

d ¼ .52

Lehongre et al. (2013) fMRI/EEG 15, 17 24,24 French Audiovisual movie Correlation between BOLD and EEG power D ¼ C D ¼ C D < C in LH

d ¼ .71

Power et al. (2016) EEG 11, 12 15,15 English Noise vocoded sentences Reconstruction Accuracy D < C

d ¼ .81

D ¼ C ?

De Vos et al. (2017) EEG 32, 36 15,15 Dutch AM white-noise SNR ? D ¼ C D > C

d ¼ �.72

H€am€al€ainen et al. (2012) MEG 10, 11 28,22 English AM white-noise PLV D < C in RH

d ¼ .95

D ¼ C ?

Poelmans et al. (2012) EEG 30, 30 21,22 Dutch AM speech weighted-noise IHPS ? D ¼ C D < C

d ¼ .67

Lizarazu et al. (2015) MEG 42,42 20,23 Spanish AM white-noise PLV D ¼ C D > C

d ¼ �.67

D > C in RH

d ¼ �.78

Cutini et al. (2016) fNIRS 18, 18 13, 13 English AM white-noise HbO/HbR concentration D > C in RH

d ¼ .65

? D ¼ C

Molinaro et al. (2016) MEG 20, 20 20,23 Spanish Sentences Coherence D < C in RH

d ¼ .66

D ¼ C ?

Abbreviations: EEG, electroencephalography; MEG, magnetoencephalography; fMRI, functional magnetic resonance imaging; fNIRS, functional near-infrared spectroscopy; SNR, signal-to-noise ratio;

BOLD, blood-oxygen-level dependent; NC, number of control participants; ND, number of dyslexic participants; PLV, phase locking value; IHPS, inter-hemispheric phase synchronization; Hbo,

oxygenated hemoglobin; HbR deoxyhemoglobin; NS, nonspeech; S, speech; D, dyslexic participants; C, control participants; ?, not analyzed; LH, left hemisphere; RH, right hemisphere; d, Cohen’s d.
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synchronization (IHPS) at 20 Hz was weaker in dyslexic

readers compared to controls (but see De Vos et al., 2017).

Poelmans et al. (2012) suggested that reduced phase coher-

ence between distant neural ensembles could compromise

the information transfer between left and right auditory re-

gions involved in phonemic sampling. Concerning speech

processing, Lehongre et al. (2013) reported that dyslexic

readers showed reduced gamma oscillatory responses in the

left hemisphere during passive viewing of an audiovisual

movie.

Overall, published studies have investigated auditory

entrainment in dyslexia in multiple frequency bands (delta,

theta and beta/gamma), using various stimuli (speech and

nonspeech sounds), recording techniques (EEG, MEG, fMRI/

EEG, fNIRS), targeting different aspects of auditory entrain-

ment (amplitude and phase responses) and different methods

to measure them (power, phase-locking value, inter-

hemispheric phase synchronization, coherence). It is there-

fore very difficult to have a clear view to what extent the re-

sults published in this area are consistent or not, or are simply

not comparable. Table 1 summarizes existing studies, indi-

cating as precisely as possible, the nature of the results re-

ported, as a function of recording technique, number of

participants, mean age, language spoken by the participants

stimulus type, measurement type and analysis method.

From Table 1, it appears that methodological variations are

the rule, and direct replications the exception. There is

therefore a need to replicate previously published results

more closely.

The stimuli used to elicit neural entrainment vary

considerably across studies. Within the nonspeech stimuli,

there are studies using AM white noise at specific rates

(McAnally & Stein, 1997; Menell et al., 1999; H€am€al€ainen et al.,

2012; Lizarazu et al., 2015; Cutini et al., 2016; De Vos et al.,

2017), AM white noise at rates that increased progressively

(Lehongre et al., 2011) or speech-weighted AM noise

(Poelmans et al., 2012). Within the speech stimuli, there are

studies that used syllables (Power et al., 2013), audiovisual

continuous speech (Lehongre et al., 2013), sentences (Molinaro

et al., 2016) or noise vocoded sentences (Power et al., 2016).

The measures used to evaluate the neural entrainment

also vary importantly across studies. Most of the studies

measured power or phase-locking (phase consistency across

trials) of the ASSR. Power and phase ASSR measures evaluate

the stability of the oscillatory entrainment by rhythmic

stimuli, but they are not indicators of the relationship

strength between the auditory signal and the neural re-

sponses. Coherence is a direct measure of the phase syn-

chronization between the stimulus envelope and the brain

oscillations. Cross-correlation analysis can be used to esti-

mate both amplitude and phase speech-brain synchroniza-

tion (Gross et al., 2013). Furthermore, this method can also

estimate the time lag of the maximum entrainment value,

which gives a measure of the timing of stimulus envelope

processing. Unfortunately, no previous study on dyslexia used

cross-correlation measures.

Most of the studies did not used natural speech as stimuli.

As mentioned in Table 1, some studies used AM speech

weighted-noise (i.e., Poelmans et al., 2012) or noise vocoded

sentences (Power et al., 2016). The temporal modulations of
this type of stimuli are close to those of the envelope of the

speech signal, but not to those of speech itself. Real speech is

only partly modulated, at multiple frequencies simulta-

neously, and at varying frequencies over time. None of this is

reproduced by AM noise, whether speech-weighted or not.

Only noise-vocoded speech reproduces such characteristics,

progressively becoming more speech-like as the number of

channels increases. Furthermore, multiple previous studies

suggest that backward speech is processed partly differently

from forward speech, even though it has almost the same

temporal and spectral properties. Thus, speech has properties

that are distinct from any other stimulus, warranting its

greater use in dyslexia ASSR studies, despite all the difficulties

associated with ecological uncontrolled stimuli. Finally, we

observed that most of the studies did not analyze the neural

entrainment to both slow (delta and theta) and fast (gamma)

temporal modulations. Some studies only tested slow rates

(H€am€al€ainen et al., 2012; Power et al., 2013: Molinaro et al.,

2016), whereas other studies only evaluated fast rates

(McAnally & Stein, 1997; Menell et al., 1999; Lehongre et al.,

2011; Poelmans et al., 2012).

The general goal of the present study is to better under-

stand the neural oscillatory bases underlying the phonological

difficulties in dyslexia. First, we aimed to identify the specific

frequency band(s) that are affected in dyslexia. Second, we

aimed to clarify whether the entrainment difficulties in

dyslexia are domain-general or domain-specific i.e., present

for speech and nonspeech. We addressed these questions

using the measurement method that we think best addressed

the working hypotheses under consideration (i.e., cross-

correlation of amplitude and of phase responses), and by

computing the measures used in previous studies (Table 1) in

order to directly compare our results with prior reports.

Finally, we tested the link between cortical oscillations and

auditory perception in dyslexia. Indeed, the putative role of

auditory cortical oscillations in auditory processing has until

now remained an untested hypothesis.

To answer these questions, we collected behavioral, func-

tional brain activity and structural neuroanatomical data

from dyslexic readers and matched controls. We used MEG to

record brain activity from control and dyslexic readers while

they listened to nonspeech (stationary white noise and white

noise AM at 2, 5 and 30 Hz) and speech (forward and backward

speech) auditory signals. We evaluated the amplitude and

phase synchronization between the envelope of the acoustic

signals and the evoked neural oscillations in auditory regions

at delta, theta and gamma frequency bands.

We generally hypothesized that auditory neural entrain-

ment would be disrupted in dyslexia, impacting different

oscillatory regimes and displaying hemispheric asymmetries.

According to Goswami (2011), the disruption was expected in

frequency regimes relevant to prosodic (delta) and syllabic

(theta) processing. According to Giraud and Poeppel (2012), the

disruption was expected mostly in the left hemisphere, in

frequency regimes relevant to phonemic processing (gamma).

Impairments in neural entrainment were assumed to arise

from a primary sensory deficit in auditory rhythm perception,

which in turn would affect temporal coding and phonological

processing. This working hypothesis predicts that neural

entrainment difficulties at a specific frequency band in

https://doi.org/10.1016/j.cortex.2020.12.024
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dyslexia may be present during the processing of both speech

and nonspeech stimuli. Finally, we hypothesized that mea-

sures of auditory entrainment and their hemispheric lateral-

ization patterns for slow and fast processingmay be related to

behavioral scores (results from reading, phonological and AM

detection tasks). Participants with better behavioral scores

were predicted to present stronger specialization of the right

and left auditory regions for slow and fast temporal process-

ing, respectively.
2. Methods

The initial analysis plan was pre-registered before analyzing

the data. The pre-registration of the analysis of neural

entrainment to nonspeech is available under the following

link: https://osf.io/wa6mf. The pre-registration of the analysis

of neural entrainment to speech is available under the

following link: https://osf.io/a97n5.

2.1. Participants

Nineteen dyslexic (8 females) and 20 control (12 females) par-

ticipants matched in age (t (35) ¼ -.91, p ¼ .37, age range:

19e40.7) participated in this study. Inclusion criteria required

participants (a) to be a native French speaker; (b) to report no

neurological/psychiatric disorders; (c) not to be under the in-

fluence of psychoactive drugs, (d) to have normal or corrected-

to-normal vision and no hearing impairment and (e) to have a

non-verbal IQ greater than or equal to 85. Most participants

underwent an audiogram screening to check that they could

hear tones at 25dB SPL. Unfortunately, this was not done sys-

tematically for all participants. For control participants, the

crucial criteria were to report no reading/oral language diffi-

culties and to present reading scores above the 10th percentile

of their age group’s scores in standardized reading tests. For

participants with dyslexia, the crucial criteria were a history of

reading difficulties and a reading score below the 10th

percentile of their age group’s scores in standardized reading

tests. All participants underwent a diagnostic battery during a

preliminary session to ensure that they met inclusion criteria.

Experimental tests took place in a separate session. The pro-

tocol was approved by the local ethics committee (CPP IDF VII)

and each participant signed an informed consent form.

2.2. Behavioral data

2.2.1. Intelligence quotient
Participants were administered four subtests of the Wechsler

Adult Intelligence Scale (WAIS-III FR) battery (Wechsler, 2008)

in order to measure the verbal (vocabulary and similarities

subtests) and the non-verbal (picture completion and

matrices subtests) intelligence quotient.

2.2.2. Reading skills
Reading level was assessed via two standardized French tests,

“l’Alouette” and “Le Pollueur”. L’Alouette test (Lefavrais, 1967)

consists in reading aloud a text without meaning. It contains

265 words and includes rare words as well as orthographic

and semantic traps. Participants are instructed to read this
text as quickly and as accurately as possible. Reading is

stopped after 3 min. Le Pollueur test (ECLA-16þ; Gola-

Asmussen et al., 2010) contains 296 words and must be read

as accurately and quickly as possible. In both tests, we ob-

tained the number of correctly readwords perminute (CRWM)

by combining total reading time and reading errors. Stan-

dardized z-scores were computed based on the mean and

standard deviation across all participants.

Furthermore, single word reading skills were assessed

through a reading task of regular, non-regular and pseudo-

words lists (20 items per list). Number or errors were

measured, and z-scores were computed based on the mean

and standard deviation across all participants.

2.2.3. Orthographic skills
Orthographic skills were assessed through dictations (text and

single-words) and a computerized orthographic choice task.

The single-word dictation consisted of three 10 word-lists of

regular, inconsistent and pseudo-words. The text dictation

consisted of 78 words and was carried out without time

pressure. Errors made on 10 common words and 10 gram-

matical words were measured. The computerized ortho-

graphic choice task consisted in the display of three words, all

with the same pronunciation, but only one correctly spelt. The

location of the correct word and the two misspelled dis-

tractors randomly varied. Participantswere asked to select the

correct word as fast and accurately as possible by pressing one

of three arrow keys. A single score was obtained by combining

accuracy and response time (1000 * proportion of correct

answer/response time in ms).

2.2.4. Phonological skills
Phonological working memory was assessed through a

computerized version of the digit-span (WAIS III, Wechsler,

2000) and a pseudo-word repetition computer task. This task

consisted of the auditory presentation of one pseudo-word per

trial, either of 5 syllables in the first block, of 7 syllables in the

second block. Participants were asked to repeat the item out

loud. Correct pronunciationwas scored 0/1by the experimenter.

Phonological awareness was assessed through two com-

puter tasks. A first task consisted in the auditory presentation

of regular words, to which participants were asked to remove

the first sound and to pronounce out loud the new word thus

created (i.e., if heard “river”, say “iver”). All participants un-

derwent a 4-word training before the 10-word evaluation

block. Errors and time were measured. The second task was a

spoonerism task. It consisted in the auditory presentation of

pairs of regular words. Participants were asked to swap the

initial phonemes of the twowords, then to pronounce the new

(pseudo)words thus created. All participants underwent 4

trials of training before the 10-word evaluation block. Errors

and time were measured.

Naming fluency was assessed with a rapid automatized

naming test. It consisted in naming out loud the items of two

series of 50 objects, two of 50 digits, and two of 50 colors. The

total time taken to name each entire series was measured.

2.2.5. Musical practice
Musical practice was evaluated with a set of questions about

the musical training (theoretical knowledge and/or

https://osf.io/wa6mf
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instrument practicing) of participants and the number of

years of practice was recorded.

2.2.6. Amplitude modulation detection task
Stimuli consisted of amplitude modulated (AM) Gaussian

white noise (bandpass filtered 80 - 8000 Hz), generated using

Matlab with a sampling frequency of 44.1 kHz. In each trial,

two 500 ms stimuli were monaurally presented at 75 dB SPL:

one stationary white noise and one AM white noise (modu-

lation rates were 4, 32 or 64 Hz, in each ear, thus yielding 6

conditions). Stimuli were normalized by peak amplitude to

ensure equal maximum volume for all stimuli. Peak normal-

ization was based on the highest signal level present in each

stimuli. Both signals were presented in pseudo-random order

with an inter-stimulus interval of 500 ms. Participants were

then askedwhich soundwasmodulated, and they had to click

on one of two numbered boxes presented on screen. The inter-

trial interval was set to 1 s. In every block, modulation depth

was gradually decreased on a per-participant basis using a 1-

up-2-down staircase adaptive procedure. Starting from 100%,

modulation was then multiplied (one up) or divided (two

down) by 1.58, corresponding approximately to steps of 4 dB.

This value changed to 1.26 (2 dB) after the first two reversals.

The experiment started with a 5-trial practice for each fre-

quency condition. Participants then underwent 12 experi-

mental blocks, pseudo-randomly varying the side of the

stimulated ear and the modulation frequency. Each block

lasted until there were 16 reversals or a maximum 150 trials.

Themean threshold (in dB)was calculated across the values of

the last 10 reversals for each condition. Participants were

offered to have a short break every four blocks.

Participants were tested individually in a double-walled

IAC sound booth, and responded with either a computer

mouse or a trackpad. Stimuli were presented monaurally

through Sennheiser HD 600 headphones at 70 dB.

2.3. Structural MRI

2.3.1. Data acquisition
All subjects underwent structural MRI scanning in a single

session, using the Magnetom Terra 7 T system (Siemens AG,

Erlangen, Germany), located at the Neurospin center. A high-

resolution T1-weighted scan was acquired with a 3D ultra-

fast gradient echo (MPRAGE) pulse sequence using a 32-

channel head coil and with the following acquisition param-

eters: FOV ¼ 256; 160 contiguous slices, TR ¼ 14 ms,

TE ¼ 3,06 ms, BW ¼ 250 Hz/pixel, acceleration factor ¼ 3, flip

angle variable ¼ 5e9 deg, voxel resolution ¼ 1 � 1 � 1 mm.

2.4. Functional data (MEG recordings)

2.4.1. Stimuli and procedure
The nonspeech stimuli were generated using Matlab with a

sampling frequency of 44.1 kHz. The nonspeech stimuli con-

sisted of amplitude modulated white noise at three different

frequencies: 2 Hz, 5 Hz and 30 Hzwith 100% depth. In addition,

a control condition included stationary white noise. The

duration of the stimuli varied as a function of the AM fre-

quency: 3 sec for the 2 Hz (6 cycles), 1.6 sec for the 5 Hz (8

cycles) and .6 sec for the 30 Hz (18 cycles) AM rate to guarantee
a minimum number of cycles while minimizing time. The

duration for the stationary white noise was .6 sec. There were

100 trials for each of the AM white noise conditions.

The speech stimuli consisted of forward and backward

speech. For the forward speech condition, fifty-four sentences

were uttered by a French female speaker and digitized at

16 kHz. The length of the sentences was between 15 and 21

syllables and the mean duration of the sentences was 2.89 sec

(Min ¼ 2.17s; Max ¼ 3.92s: SD ¼ .36s). As a control condition,

the same sentenceswere played backwards (backward speech

condition).

During the MEG recording, stimuli were presented pseudo-

randomly in 5 separate blocks with an inter-stimulus interval

(ISI) varying randomly between 2 sec and 3 sec. Auditory

stimuli were delivered to both ears using Matlab via Etymotic

earphones. The sound level was fixed at 75 dB SPL. Partici-

pants were asked to look at a fixation cross, and avoid head

movements and blinks during the presentation of the stimuli.

2.4.2. Data acquisition and pre-processing
MEG data were acquired in a magnetically shielded room

using the whole-scalp MEG system (Elekta-Neuromag, Hel-

sinki, Finland) installed at Neurospin (CEA Saclay). The system

is equipped with a helmet-shaped array of 306 sensors, ar-

ranged in triplets of two orthogonal planar gradiometers and a

magnetometer. The position of the head with respect to the

sensor array was estimated at the beginning of each block

using five Head Position Indicator (HPI) coils. A 3D digitizer

(Fastrak Polhemus, Colchester, VA, USA) was used to define

the location of each HPI coil and approximately 100 “head-

points” along the scalp, relative to the anatomical fiducials

(the nasion and left and right preauricular points). Digitization

of the fiducials plus ~100 additional points evenly distributed

over the scalp of the participant were used for coregistration.

Datawere recorded at a sampling rate of 1 KHz and filtered on-

line with a bandwidth of .01 - 330 Hz. Eye movements were

monitored with two pairs of electrodes in a bipolar montage

placed on the external corner of each eye (horizontal elec-

trooculography (EOG)) and above and below the right eye

(vertical EOG). Cardiac rhythms were recorded using three

electrodes (ECG) e one on the right side of the subjects’

abdomen, one on the left lower rib and one below the left

clavicle.

The continuous MEG data from each block were processed

off-line using MNE-Python (Gramfort et al., 2013). The Signal-

Space-Separation (SSS)method (Taulu et al., 2005) was applied

in order to reduce environmental and biological noise. The

MEG data was aligned across blocks to match the head posi-

tion at the start of the first run. Data from different blocks was

concatenated into a single file and low-pass filtered at 80 Hz

for each participant. Heart beat and EOG artifacts were

detected using Independent Component Analysis (ICA) and

linearly subtracted from concatenated file. The ICA decom-

position was performed using the FastICA algorithm

(Hyv€arinen&Oja, 2000). Subsequent analyses were performed

using Matlab R2010 (MathWorks). Raw data were segmented

into epochs from 1.5 sec before the stimulus presentation

(pre-stimulus interval) to the duration of each stimulus (post-

stimulus interval). Epochs with large MEG peak-to-peak

amplitude values (exceeding 3e-12 T in magnetometer or

https://doi.org/10.1016/j.cortex.2020.12.024
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3000e-13 T/m in gradiometers) were considered as artifact

contaminated and rejected from the subsequent analyses.

2.4.3. Source activity estimation
Using the MNE suite, the digitized points from the Polhe-

mus were co-registered to the skin surface. We used an

anatomically realistic three-shell model to calculate the

forward solution. Individual T1-weigthed MRI images were

segmented into scalp, skull, and brain compartments using

the segmentation algorithms implemented in Freesurfer

(Martinos Center of Biomedical Imaging, MQ). The noise

covariance matrix was estimated from the empty room

data acquired right before bringing the subject in the MEG

room. We used the noise covariance matrix to whiten the

forward matrix and the data (Lin et al., 2006; Lütkenh€oner,

1998). The sources of the MEG signals were estimated in

the individual’s brain using L2 minimum-norm estimates

(MNE) (H€am€al€ainen & Ilmoniemi, 1994). Functional brain

measures were obtained in the individual’s brain and

transformed to the standard Montreal Neurological Insti-

tute (MNI) brain using the spatial-normalization algorithm

implemented in Statistical Parametric Mapping (SPM8,

Wellcome Department of Cognitive Neurology, London,

UK). We followed this procedure for each participant,

condition and time-point. Group-level statistics were

computed in the MNI space.

2.4.4. Localization of auditory areas
We analyzed the MEG neural response to stationary white-

noise to localize auditory regions in all participants. The

average source activity in the post-stimulus interval (.1 .3 sec)

was compared to the average source activity in a timewindow

of the same length within the pre-stimulus interval (�.2 0 sec)

using a permutation cluster t-test corrected for multiple

comparisons (Nichols & Holmes, 2002) (as done in Lizarazu

et al., 2015). Cortical sources showing significantly larger re-

sponses (p < .01) in the post-stimulus period compared to the

pre-stimulus interval were grouped to create regions of in-

terest (ROIs). Based on previous studies, we expected to find

bilateral auditory regions as ROIs.

2.4.5. Neural entrainment measures
Neural entrainment to different auditory stimuli was evalu-

ated using different methods (signal-to-noise ratio (SNR),

phase locking value (PLV), inter-hemispheric phase synchro-

nization (IHPS), coherence and phase/amplitude cross-

correlation analysis). Furthermore, for each measurement of

entrainment the lateralization index (LI) was computed to

evaluate the functional hemispheric asymmetries during the

processing of different stimuli.

2.4.5.1. SIGNAL-TO-NOISE RATIO. The power of the auditory-

steady state response (ASSR) to 2, 5 and 30 Hz AMs was esti-

mated based on signal-to-noise ratio (SNR) of cortical evoked

fields (Poelmans et al., 2012). The power analysis evaluated the

strength of the oscillatory response to the AMs at different

rates. Artifact-free epochs were averaged and the power

spectrum was estimated in the post-stimulus interval using

fast Fourier transform. To estimate the noise-power (PN) we

obtained the mean power of the Fourier components in an
approximately 2 Hz wide frequency band around the modu-

lation frequency (i.e., approximately 1 Hz on each side). The

SNR was calculated between the response power (PS) and the

PN (John & Picton, 2000):

SNR¼ 10 � log 10

�
Ps

PN

�
(1)

The SNR was calculated for each source in the left and the

right auditory regions. Finally, mean of SNR values was ob-

tained in the left and the right auditory regions.

In order to test for group differences, we computed an

ANOVA on the mean SNR values, with Condition (2, 5 and

30 Hz) and Hemisphere (left and right) as the within-subject

factors and Group (dyslexic and control participants) as

between-subject factor.

2.4.5.2. PHASE LOCKING VALUE. The phase consistency of the

auditory steady-state responses (ASSR) to 2, 5 and 30 Hz AMs

was estimated using Phase Locking Value (PLV) (H€am€al€ainen

et al., 2012; Lizarazu et al., 2015). PLV is also known as phase

locking factor (PLF), mean phase coherence (MPC) or inter-trial

phase coherence (ITPC). The PLV gives an estimate of how

consistently the phase of the oscillatory activity in the MEG

response follows the AM at each rate (2, 5 and 30 Hz) across

the recording. The PLV was computed in the post-stimulus

intervals using a sliding window of duration corresponding

to two modulation cycles with 50% overlap. The PLV was

calculated as follows:

PLV¼ 1
N

���XN
n¼1

eiqn
��� (2)

where n is the phase of the source activity for the nth widow

and N is the total number of windows. If the phase was

perfectly aligned across trials the value was 1, and if the phase

was perfectly random across trials the value is 0. The PLV was

calculated for each source in the left and the right auditory

regions. Finally, mean of PLVs was obtained in the left and the

right auditory regions.

In order to test for group differences, we computed an

ANOVA on themean PLVs, with Condition (2, 5 and 30 Hz) and

Hemisphere (left and right) as the within-subject factors and

Group (dyslexic and control participants) as between-subject

factor.

2.4.5.3. INTER-HEMISPHERIC PHASE SYNCHRONIZATION. The inter-

hemispheric phase synchronization (IHPS) was calculated to

estimate the stimulus-driven synchronization between left

and right auditory regions (Poelmans et al., 2012). We

computed the inter-hemispheric phase synchronization in

the post-stimulus intervals using a sliding window of dura-

tion corresponding to two modulation cycles with 50% over-

lap. It was calculated substituting qn ¼ qRn � qLn in formula 2.

In this case, qRnand qLnwere the mean phase of the source

activity for the nth window in the left and the right auditory

regions.

In order to test for group differences, we computed an

ANOVA on the mean IHPS values, with Condition (2, 5 and

30 Hz) as the within-subject factors and Group (dyslexic and

control participants) as between-subject factor.

https://doi.org/10.1016/j.cortex.2020.12.024
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2.4.5.4. COHERENCE. We used coherence to evaluate the phase

synchronization between neural oscillations and the envelope

signals (Molinaro et al., 2016; Molinaro & Lizarazu, 2018;

Lizarazu et al., 2019). The envelope of the speech was esti-

mated by using a filter bank that models the passage of the

signal through the cochlea (K€osem et al., 2016; Ghitza, 2011).

For each experimental condition, coherence between the

artifact free epochs and the audio signals was calculated in

the .5e15 Hz frequency band with .5 Hz frequency resolution.

Coherence was estimated for each source in the left and right

auditory regions. Then, the mean coherence within the left

and the right auditory regions was obtained.

We first identified the specific frequency bands that

showed significant coherence values during the forward

speech processing in all participants. The statistical signifi-

cance of coherence values was determined using a surrogate

data analysis. Surrogate coherence values were created by

computing coherence between the auditory oscillations eli-

cited by the forward speech condition and randomly selected

parts of the reversed speech. This procedure was repeated 500

times and the coherence value across frequencies was

selected to define a surrogate data distribution. This provides

an estimate of the coherence values that can be expected by

chance. Frequencies for which the non-randomized coher-

ence values exceeded the 95th percentile of this surrogate

distribution were defined as frequencies of interest. Contig-

uous significant frequencies were grouped in frequency bands

of interest. Based on previous studies, we expected to find

significant coherence values in the delta and theta frequency

bands. Finally, mean of the coherence values was obtained in

each frequency band in the left and the right auditory regions

for each participant and condition. In order to test for group

differences, we computed an ANOVA on the mean coherence

values, with Condition (forward and backward), Frequency

band (delta and theta bands) and Hemisphere (left and right)

as the within-subject factors and Group (dyslexic and control

participants) as between-subject factor.

2.4.5.5. CROSS-CORRELATION ANALYSIS. We used cross-correlation

analysis to estimate both amplitude and phase synchroniza-

tion between the neural oscillations and the speech envelope

(Gross et al., 2013).

The envelope of the audio signals was estimated by using a

filter bank that models the passage of the signal through the

cochlea (K€osem et al., 2016; Ghitza, 2011). Brain signals were

bandpass filtered in the 1e40 Hz frequency band with 1 Hz

frequency resolution (fourth order Butterworth filter, forward

and reverse, center frequency ±1 Hz, or ±5 Hz for frequencies

above 40 Hz). Amplitude and phase dynamics of theMEG trials

were computed using Hilbert transform for each bandpass

signal. The cross-correlation of either the cosine of the phase

(cos (phase)) or the amplitude with the corresponding audio

envelopewas computed over timewith various lags in steps of

5 ms up to a maximum of 150 ms for each trial. For each lag,

the correlation values were averaged across trials in the same

condition and across sources in the ROIs. Finally, we

measured themaximum correlation (rmax) across lags and the

corresponding lag value (t). This was done in order to adjust
the analysis to each participant’s individual apparent latency

between auditory stimulation and cortical response.

For the nonspeech stimuli, mean of the phase/amplitude

rmax and t values were obtained around the target AM fre-

quency (AM frequency ±1 Hz) in the left and the right auditory

regions. In order to test for group differences in neural

entrainment to nonspeech, separate ANOVAs were computed

on the mean phase/amplitude rmax and t values, with Con-

dition (2, 5 and 30 Hz) and Hemisphere (left vs. right) as the

within-subject factors and Group (dyslexic vs. control partic-

ipants) as between-subject factor.

For the forward speech stimuli, we first identified the

specific frequency bands that showed significant phase/

amplitude rmax values during the forward speech processing

in all participants. The statistical significance of phase/

amplitude rmax values was determined using a surrogate data

analysis (Gross et al., 2013). Surrogate phase/amplitude rmax

values were created by computing cross-correlation between

the auditory oscillations elicited by the forward speech con-

dition and randomly selected parts of the reversed speech.

This procedure was repeated 500 times and the maximum

phase/amplitude rmax value across frequencies was selected

to define a surrogate data distribution. This provides an es-

timate of the phase/amplitude rmax values that can be ex-

pected by chance. Frequencies for which the non-

randomized phase/amplitude rmax values exceeded the 95

percentile of this surrogate distribution were defined as fre-

quencies of interest. Contiguous significant frequencies were

grouped in frequency bands of interest. Based on previous

studies (Gross et al., 2013), we expected to find significant

phase rmax correlation values within the delta and theta

frequency bands, and significant amplitude rmax values

within the gamma band. Finally, mean of the phase/ampli-

tude rmax and t values were obtained in each frequency band

in the left and the right auditory regions for each participant

and condition.

In order to test for group differences, separate ANOVAs

were computed on themean of the phase/amplitude rmax and

t values, with Condition (forward and backward), Frequency

(delta and theta) and Hemisphere (left and right) as the

within-subject factors and Group (dyslexic and control par-

ticipants) as between-subject factor.

2.4.5.6. LATERALIZATION INDEX. When a main effect or an inter-

action with hemisphere emerged, the lateralization index (LI)

values were analyzed. The LI was calculated for each depen-

dent variable (amplitude/phase rmax and t values):

LI¼AR � AL

AR þ AL
(3)

where ARand ALrefers to the mean of each measured variable

within the ROI of the right and left hemisphere respectively.

This formula renders positive LI values for right-dominance

and negative values for left-dominance. The LI values were

tested against zero with a one-sample t-test to determine a

left or right significant lateralization for a specific group,

condition and frequency band. Group differences on the LI

values were assessed using a two-sample t-test.

https://doi.org/10.1016/j.cortex.2020.12.024
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2.5. Correlation analysis

We obtained three indices from the behavioral data: the lit-

eracy index, the phonological index and the RAN index. For

the literacy index, the z-scores of the measures obtained in

the reading (l’alouette, le pollueur, word reading) and the

orthographic (word and text dictation and tri ortho) taskswere

averaged. For the phonological index, the z-scores of the

measures obtained in the phonological working memory and

the phonological awareness tasks were averaged. For the RAN

index, the z-scores of the RAN objects, digits and colors were

averaged. Pearson’s correlations between the behavioral data

and the brain measures showing significant group differences

were computed. Correlation between the scores of AM

detection task and the brain measures showing significant

group differences were also computed.
3. Results

3.1. Behavioral results

The characteristics of control and dyslexic participants are

presented in Supplementary Table 1.

The verbal and non-verbal IQ scores on theWAIS test were

superior to 85 in all participants, suggesting normal intelli-

gence in all our participants. The verbal IQ was significantly

lower in dyslexic participants compared to controls, whereas

no significant differences emerged in regard to the non-verbal

IQ.

Dyslexic readers showed low reading performance

compared to controls. The “Alouette” and the “Le Pollueur”

tests showed that the correctly read words per minute

(CRWM) scores (both the raw and the z-transformed values)

were significantly lower in controls compared to dyslexic

participants. For the word list reading task, dyslexic readers

showed more difficulties reading regular, irregular and

pseudo-words.

Orthographic processing skills were impaired in dyslexic

readers. The dyslexic groupmademore errors than controls in

word (regular, irregular and pseudo-words) and text (spelling

and grammar) dictation. Dyslexic readers were also slower

and less accurate than controls in the trio-ortho computer

task.

Dyslexic participants showed weaker phonological pro-

cessing skills: indeed, they obtained significantly poorer per-

formance than controls in the tasks that assessed

phonological working memory (digit-span and pseudo-word

repetition), phonological awareness (Phonemic deletion and

Spoonerism) and Rapid Automatized Naming (RAN) of objects,

digits and colors.

Musical practice was highly variable, but comparable be-

tween groups with 6.47 ± 6.74 and 3 ± 4.71 years of practice for

control and dyslexic participants, respectively.

In the behavioral AM task, we measured an AM detection

threshold for each participant in the three frequency condi-

tions. We computed an ANOVA on detection thresholds with

Frequency (4 Hz, 32 Hz and 64 Hz) as a within-participant

factor and Group (Control or Dyslexic) as a between-

participant factor. The main Group effect was not
significant (F (1,31) ¼ 2.22, p ¼ .15, h2p ¼ .07), failing to show

different thresholds between control (11.12 ± 4.03 dB) and

dyslexic (12.54 ± 5.56 dB) participants. However, the main

Frequency effect appeared significant (F (2,62) ¼ 43.9, p < .01,

h2p ¼ .58) with 4 Hz thresholds (16.1 ± 6.08 dB) higher than in

the 64 Hz frequency condition (10.73 ± 2.62 dB), themselves

higher than in the 32 Hz condition (8.81 ± 1.71 dB). Post-hoc

tests revealed that these differences were significant (all

pbonferroni(bonf.) <.01). Interestingly, the interaction between the

two main factors showed a trend toward significance (F

(2,62) ¼ 2.5, p ¼ .09, h2p ¼ .08). The 4 Hz frequency condition

showed the largest difference between groups

(14.26 ± 5.11 dB and 17.67 ± 6.6 dB for the control and dyslexic

groups respectively, d ¼ .58) while both 32 Hz and 64 Hz

showed comparable thresholds (8.68 ± 1.56 and 8.8 ± 1.93 for

the 32 Hz condition, 10.29 ± 2.38 and 11.14 ± 2.14 for the 64 Hz

condition). However, no difference between groups appeared

in post-hoc tests (all pbonf>.1).

3.2. Brain functional results

3.2.1. Localization of auditory areas
First, we analyzed the auditory responses evoked by the pre-

sentation of the stationary white noise to localize auditory

cortices in all participants (Supplementary Figure 1). Power

values were significantly higher in post-stimulus (.1e.3 sec)

compared to the pre-stimulus (�.2 e 0) interval in bilateral

auditory region, including mainly Brodmann areas 41 and 42

(primary auditory regions). These are the regions of interest

(ROIs) for subsequent analyses.

3.2.2. Conceptual replication and extension of previous neural
entrainment results
Supplementary Table 2 reports the means and standard de-

viations of the signal-to-noise ratio (SNR), phase locking value

(PLV), inter-hemispheric phase synchronization (IHPS) and

coherence values in the left and right auditory cortices for

control and dyslexic participants.

3.2.3. Nonspeech stimuli
The power of the ASSR evoked by the white noise AM at 2, 5

and 30 Hz were estimated by measuring the SNR of cortical

evoked fields (Supplementary Figure 2 and 3A).

Supplementary Figure 2 shows the power spectrum density of

the ASSR at different AM rates in left and right auditory

cortices for all participants. We observed that the SNR

strongly peaked around the AM frequency for different con-

ditions. Results of the ANOVA (Group x Condition x Hemi-

sphere) for the SNR values showed a Condition by Hemisphere

interaction (F (1,37) ¼ 3.04, p ¼ .05, h2p ¼ .07). The Lateralization

Index (LI) analysis reveals that the SNR values were signifi-

cantly right lateralized at 2 Hz (LI ¼ .11, p ¼ .05) and were

bilateral at 5 Hz (LI ¼ �.001, p ¼ .49) and 30 Hz (LI ¼ �.02,

p ¼ .39) AM.

The phase locking values of the ASSR in response to the

white noise AM at 2, 5 and 30 Hz was estimated using PLV

(Supplementary Figure 3B) The ANOVA (Group x Condition x

Hemisphere) of the PLVs showed a main effect of Condition (F

(2,74)¼ 101.1, p < .01,h2p ¼ .73). Post-hoc tests showed that PLVs
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Table 2 e Testing predictions made by previous studies. Statistical results are marked in green if our results replicate
previous studies’ results and in red if our results do not replicate previous studies.

Abbreviations : SNR, signal-to-noise ratio; PLV, phase locking value; IHPS, inter-hemispheric phase synchronization; D, dyslexic participants; C,

control participants; ?, not analyzed; LH, left hemisphere; RH, right hemisphere.
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were significantly higher at 2 Hz compared to 5 Hz (t

(76) ¼ 4.19, pbonf <.01, d ¼ .67), at 2 Hz compared to 30 Hz (t

(76) ¼ 12.92, pbonf <.01, d ¼ 2.07) and at 5 Hz compared to

30 Hz (t (76) ¼ 10.7, pbonf <.01, d ¼ 1.71). We also found a main

effect of Hemisphere (F (1,37)¼ 16.24, p < .01, h2p ¼ .3). The PLVs

were significantly higher in the right compared to left auditory

cortex (t (115) ¼ 3.97, pbonf<.01, d ¼ .64). The LI analysis reveals

that the phase PLVs were significantly right lateralized at 2 Hz

(LI ¼ .07, p < .01), 5 Hz (LI ¼ .05, p ¼ .02) and 30 Hz (LI ¼ .07,

p < .01) AM.

Auditory inter-hemispheric synchronization during the

processing of the white noise AM at 2, 5 and 30 Hz was esti-

mated using inter-hemispheric phase synchronization (IHPS).

The ANOVA (Group x Condition) of the IHPS values showed a

main effect of Frequency (F (2,74)¼ 3.79, p¼ .03, h2p ¼ .09). Post-

hoc tests showed that PLVs were significantly higher at 30 Hz

compared to 5 Hz (t (76) ¼ 3.05, pbonf ¼ .01, d ¼ .49).

3.2.4. Speech stimuli
We used coherence to estimate the phase synchronization

between the cortical oscillations in auditory regions and the

speech envelope (Supplementary Figure 4 and 5). In

Supplementary Figure 4 we observed that coherence values

were significantly higher for the forward speech condition

compared to the surrogate data in the delta (.5e2.5 Hz) and the

theta (3.5e6 Hz) frequency bands in all participants. The

ANOVA (Group x Frequency band x Hemisphere) of the mean

coherence values showed a main effect of Frequency band (F

(1,37) ¼ 28.03, p < .01, h2p ¼ .41). Post-hoc tests showed that

coherence values were higher in the delta band compared to

the theta band (t (76) ¼ 5.05, pbonf <.01, d ¼ .81). We also

observed a main effect of Condition (F (1,37) ¼ 6.77, p ¼ .01,

h2p ¼ .15) and a Frequency band by Condition interaction (F

(1,37) ¼ 6.77, p ¼ .01, h2p ¼ .15). The coherence values were

higher for the forward speech compared to the backward
speech in the theta band (t (154) ¼ 5.02, pbonf <.01, d ¼ .8), but

not in the delta band (t (154) ¼ .05, pbonf ¼ .96, d < .01). The

results also revealed a significant interaction between the

Condition and the Hemisphere factors (F (1,37) ¼ 5.61, p ¼ .02,

h2p ¼ .13). The LI analysis showed that coherence values were

right lateralized for the forward speech condition (LI ¼ .06,

p ¼ .02) and were bilateral for the backward speech condition

(LI ¼ �.02, p ¼ .24).

3.2.4.1. CONCEPTUAL REPLICATION OF PREVIOUS STUDIES. Further-

more, we tested the various predictions made by previous

studies using the corresponding entrainment measurement.

Results of the statistics (independent sample t-tests) are

included in Table 2. Some of the previous studies could not be

replicated (Cutini et al., 2016; Lehongre et al., 2013; Molinaro

et al., 2016; Power et al, 2013, 2016) because methodological

differences with our study were too great.

Overall, we failed to replicate previous results suggesting a

group difference in the delta, theta and gamma ranges,

whether measured using SNR, PLV, IHPS or coherence. How-

ever, we did replicate previously reported null results con-

cerning the delta and theta ranges. Our single result that

comes close to the replication of a positive result is the trend

towards a lower SNR in dyslexics in the theta range (t

(76) ¼ 1.41,p ¼ .07,d ¼ .31), previously reported by De Vos et al.

(2017).

3.3. Cross-correlation analysis

3.3.1. Nonspeech stimuli
We found that phase and amplitude rmax values strongly

peaked around the AM frequency in the left and the right

auditory cortex in all participants (Supplementary Figure 6).

Phase and amplitude maximum correlation (rmax) and the

corresponding lag value (t) were obtained at the modulation

rate for each condition in the left and right auditory regions in
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Fig. 1 e Phase cross-correlation analysis of the nonspeech stimuli. (A) Maximum phase correlation (rmax) values (mean and

standard error) for the 2, 5 and 30 Hz AM white noise in left and the right auditory cortex in control (blue) and dyslexic (red)

participants. (B) Time lag (t) values of the phase rmax values for the 2, 5 and 30 Hz AM white noise in the left and right

auditory cortex in control (blue) and dyslexic (red) participants. Bars and error bars indicate means and standard errors

respectively. Each dot represents the data of each participant and the shaded area is the data distribution.
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control and dyslexic participants (Fig. 1, 2and Supplementary

Tables 3 and 4).

For the phase rmax values (Fig. 1A), results of the ANOVA

(Group x Condition x Hemisphere) showed a main effect of

Condition (F (2,74) ¼ 11455.58, p < .01, h2p ¼ .99). Post-hoc tests

showed that phase rmax values were significantly higher at

30 Hz compared to 2 Hz AM (t (76)¼ 182.55, pbonf<.01, d¼ 29.23),

at 30 Hz compared to 5 Hz AM (t (76) ¼ 102.59, pbonf<.01,
d ¼ 16.43), and at 5 Hz AM compared to 2 Hz AM (t (76) ¼ 36.93,

pbonf<.01, d¼ 5.91). We also found amain effect of Hemisphere

(F (1,37) ¼ 7.33, p¼ .01, h2p ¼ .17). Overall, the phase rmax values

were significantly higher in the right compared to the left

auditory cortex (t (115)¼ 2.75, pbonf<.01, d¼ .44). We also found

a Condition by Hemisphere interaction (F (1,37) ¼ 3.81, p ¼ .03,

h2p ¼ .09). The Lateralization Index (LI) analysis, revealed that

the phase rmax values were right lateralized at 2 Hz AM

(LI ¼ .013, p < .01) and bilateral at 5 Hz (LI ¼ .003, p ¼ .16) and

30 Hz AM (LI ¼ �.001, p ¼ .24).

For the phase t values (Fig. 1B), results of the ANOVA

(Group x Condition x Hemisphere) showed a main effect of

Condition (F (2,74) ¼ 8.13, p < .01, h2p ¼ .17). Post-hoc tests

showed that phase t values were significantly higher at

30 Hz compared to 2 Hz AM (t (76) ¼ 3.05, pbonf ¼ .01, d ¼ .49),

at 30 Hz compared to 5 Hz AM (t (76) ¼ 4.28, pbonf<.01,
d ¼ .68).

For the amplitude rmax values (Fig. 2A), results of the

ANOVA (Group x Condition x Hemisphere) showed a main

effect of Condition (F (2,74) ¼ 346.38, p < .01, h2p ¼ .9). Post-hoc
tests showed that amplitude rmax values were significantly

higher at 2 Hz compared to 5 Hz AM (t (76) ¼ 10.95, pbonf <.01,
d ¼ 1.75), at 2 Hz compared to 30 Hz AM (t (76) ¼ 22.28, pbonf
<.01, d¼ 3.57), and at 5 Hz compared to 30 HzAM (t (76)¼ 36.44,

pbonf<.01, d¼ 5.83). We also found amain effect of Hemisphere

(F (1,37) ¼ 9.47, p < .01, h2p ¼ .19). Overall, the amplitude rmax

values were significantly higher in the left compared to the

right auditory cortex (t (115) ¼ 3.01, pbonf<.01, d ¼ .48). Inter-

estingly, we found a Condition by Hemisphere interaction (F

(2,74) ¼ 6.71, p < .01, h2p ¼ .13) and a Condition by Hemisphere

by Group interaction (F (2,74) ¼ 6.52, p < .01, h2p ¼ .13). Post hoc

tests showed that amplitude rmax values were significantly

higher for controls compared to dyslexic participants at 30 Hz

in the left hemisphere (t (37) ¼ 3.31, pbonf<.01, d ¼ 1.06).

Amplitude rmax values were also marginally higher for con-

trols compared to dyslexic participants at 2 Hz in the right

hemisphere (t (37) ¼ 1.59, pbonf ¼ .06, d ¼ .51). In control par-

ticipants, the LI analysis revealed that amplitude rmax values

were left lateralized at 30 Hz AM (LI ¼ �.01, p < .01), and

bilateral at 2 Hz (LI ¼ �.006, p ¼ .27) and 5 Hz AM (LI ¼ �.003,

p ¼ .27). In dyslexic participants, the LI analysis revealed that

the phase rmax values were left lateralized at 2 Hz AM

(LI ¼ �.04, p < .01) and bilateral at 5 Hz (LI ¼ .003, p ¼ .21) and

30 Hz AM (LI ¼ �.002, p ¼ .27). The LI values were significantly

different between groups at 2 Hz (p ¼ .01) andmarginally so at

30 Hz (p ¼ .06).

For the amplitude t values (Fig. 2B), results of the ANOVA

(Group x Condition x Hemisphere) showed a main effect of
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Fig. 2 e Amplitude cross-correlation analysis of the nonspeech stimuli. (A) Maximum amplitude correlation (rmax) values

(mean and standard error) for the 2, 5 and 30 Hz AMwhite noise in the left and the right auditory cortex in control (blue) and

dyslexic (red) participants. (B) Time lag (t) values of the amplitude rmax values for the 2, 5 and 30 Hz AM white noise in the

left and the right auditory cortex in control (blue) and dyslexic (red) participants. Bars and error bars indicate means and

standard errors respectively. Each dot represents the data of each participant and the shaded area is the data distribution.

Fig. 3 e Phase cross-correlation analysis of the speech stimuli. Maximum amplitude correlation (rmax) values (mean and

standard error) for the forward (A) and backward (B) speech in delta and theta bands in the left and right auditory cortex in

control (blue) and dyslexic (red) participants. Bars and error bars indicate means and standard errors respectively. Each dot

represents the data of each participant and the shaded area is the data distribution.
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Fig. 4 e Amplitude cross-correlation analysis of the speech stimuli. Maximum amplitude correlation (rmax) values (mean

and standard error) for the forward (A) and backward (B) speech in delta, theta, alpha, beta and gamma bands in the left and

right auditory cortex in control (blue) and dyslexic (red) participants. Bars and error bars indicate means and standard errors

respectively. Each dot represents the data of each participant and the shaded area is the data distribution.
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Condition (F (2,74) ¼ 174.15, p < .01, h2p ¼ .81). Post-hoc tests

showed that amplitude t values were significantly higher at

30 Hz compared to 2 Hz AM (t (76) ¼ 18.01, pbonf<.01, d ¼ 2.88)

and at 30 Hz compared to 5 Hz AM (t (76) ¼ 14.44, pbonf<.01,
d ¼ 2.31).

3.3.2. Speech stimuli
We evaluated the spectral profile of the phase and amplitude

rmax values for forward speech in the left and right auditory

regions in all participants (Figs. 3 and 4, and Supplementary

Figure 7).

Phase rmax values were significantly higher for forward

speech compared to surrogate data in delta (1 - 3 Hz) and theta

(4 - 8 Hz) frequency bands (Supplementary Figure 7A). For the

phase rmax values (Fig. 3 and Supplementary Table 3), results

of the ANOVA (Group x Condition x Hemisphere) showed a
Table 3e Correlation analysis. Correlationswere computed betw
significant group differences.

Correlations were obtained for control (C), dyslexic (D) and all particip

Pearson’s correlation (r) and the p-value (p). Significant correlations are h
main effect of Frequency band (F (1,37) ¼ 13649.52, p < .01,

h2p ¼ .99) andHemisphere (F (1,37)¼ 6.41, p¼ .02, h2p ¼ .15). Post-

hoc tests showed that phase rmax values were significantly

higher in the delta band compared to the theta band (t

(76)¼ 116.7, p < .01, d¼ 18.69). Furthermore, phase rmax values

were significantly higher in the right than in the left auditory

cortex (t (155)¼ 2.757, p¼ .01, d¼ .41).We also observed amain

effect of Condition (F (1,37) ¼ 5.17, p ¼ .03,h2p ¼ .12) and a Fre-

quency band by Condition interaction (F (1,37) ¼ 8.21, p < .01,

h2p ¼ .18). The phase rmax values were higher for forward

speech than for backward speech in the delta band (t

(154) ¼ 3.79 pbonf <.01, d ¼ .6), but not in the theta band (t

(154) ¼ 1, pbonf ¼ .32, d ¼ .16). For phase t values, results of the

ANOVA (Group x Speech condition x Hemisphere x Frequency

band) showed no main effects or interactions (all Fs<3.65,

ps>.06, h2p¼<.09).
een the behavioral scores and the brainmeasures showing

ants. We indicate the number of participants for each task (N), the

ighlighted in red.
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Fig. 5 e Correlation plots. (A) Correlation between the amplitude cross-correlation values at 2 Hz in the right auditory cortex

(RAC) and the literacy index. (B) Correlation between the amplitude cross-correlation values at 30 Hz in the left auditory

cortex (LAC) and the literacy index. (C) Correlation between the amplitude cross-correlation values obtained at 30 Hz in the

LAC and the phonological index. (D) Correlation between the amplitude cross-correlation values obtained at 2 Hz in the RAC

and the rapid automatized naming (RAN) index. Blue dots represent the values for the control participants; red dots

represent values for the dyslexic participants. Pearson’s correlations (r) and regression lines are shown for all participants

(black line) and for each group separately (blue, control participants; red, dyslexic participants).
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Amplitude rmax values were significantly higher for for-

ward speech than for surrogate data in the delta (.5 - 3 Hz),

theta (4 - 7 Hz), alpha (8 - 11 Hz), beta (18 - 22 Hz) and gamma

(33 - 36 Hz) frequency bands (Supplementary Figure 7B).

For the amplitude rmax values (Fig. 4), results of the ANOVA

(Group x Speech condition x Hemisphere x Frequency band)

showed a main effect of Frequency (F (4,148) ¼ 31.5, p < .01,

h2p ¼ .46) band. Post-hoc test showed that amplitude rmax

values were significantly higher at delta compared to beta (t

(76) ¼ 7.41, p < .01, d ¼ 1.19) and gamma (t (76) ¼ 9.55, p < .01,

d¼ 1.53) bands, at theta compared to beta (t (76)¼ 7.47, p < .01,

d ¼ 1.2) and gamma (t (76) ¼ 9, p < .01, d ¼ 1.44) bands, at alpha

compared to beta (t (76) ¼ 4.57, p < .01, d ¼ .73) and gamma (t

(76) ¼ 5.51, p < .01, d ¼ .88) bands, and at beta compared to

gammaband (t (76)¼ 3.9, p< .01, d¼ .62). No othermain effects

or interactions were found (all Fs<2.88, ps >.05, h2p<.06). For

comparison with the results obtained on the amplitude rmax

values for the nonspeech stimuli, amplitude rmax values for

the speech stimuli were compared between groups at delta in

the right hemisphere and at gamma in the left hemisphere

separately for each speech condition. We did not observe
significant group differences in any of the comparisons (all ts

(37)<1.03, ps>.31, ds < .33).

For the phase t values, results of the ANOVA (Group x

Speech condition x Hemisphere x Frequency band) showed no

main effects or interactions (all Fs<2.16, ps>.08, h2p<.05).

3.4. Correlation between behavioral and functional
results

Table 3 reports the correlation analysis between the behav-

ioral scores and the brainmeasures showing significant group

differences, i.e., amplitude cross correlations for 2 Hz AM

noise in right auditory cortex, and for 30 Hz AM noise in left

auditory cortex. Significant correlations are plotted in Fig. 5.
4. Discussion

In the present study, we have used MEG to measure neural

entrainment to speech and nonspeech sounds in dyslexic and

normalereading adult individuals. We have attempted to

https://doi.org/10.1016/j.cortex.2020.12.024
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conceptually replicate previously published results on audi-

tory entrainment in dyslexia, using the same measurement

methods as in previous studies, and using new measurement

methods in order to better capture the synchronization be-

tween stimulus and brain response.

4.1. Results of general interest

Before turning to group differences between dyslexic and

control participants, let us discuss a number of results that we

have obtained that are of general interest for our under-

standing of the neural bases of speech perception. Some of

these results are consistent with previous investigations, and

some are entirely new.

We find that neural responses entrained by the amplitude

modulations of auditory stimuli are localized mostly around

auditory cortex, in particular in Brodmann areas 41 and 42

bilaterally, including primary and secondary cortex. Of course,

this attribution of responses to specific neuroanatomical

areas is subject to the limits of spatial resolution in MEG.

When the stimulus is amplitude-modulated at one specific

frequency, neural responses closely follow at the same fre-

quency. When the stimulus is natural speech, including

modulations in many frequency bands, neural responses

reflect the predominant modulations present in speech,

notably in the delta, theta and gamma ranges. In those

fundamental matters, the different measures investigated,

whether power, phase-locking, coherence, or cross-

correlation, are largely concordant. Generally speaking, mea-

sures of power and amplitude showed stronger signal at lower

frequencies (delta and theta) and weaker signal at higher

frequencies (gamma), so much so that gamma responses to

speech stimuli did not emerge from noise, except for ampli-

tude cross-correlations.

Different measures of phase synchronization gave con-

trasting results: phase-locking values were stronger in the

delta and theta than in the gamma ranges, but phase cross-

correlations for noise and interhemispheric phase locking

valueswere stronger in gamma than in theta and delta ranges.

Phase cross-correlations between speech and brain were also

much stronger in the delta than in the theta range.

4.1.1. Latency
We estimated the apparent latency between stimulus and

neural response, by determining the time lag between stim-

ulus and response at which cross-correlations were maximal,

both in the phase and in the amplitude domains. We found

time lags between 60 and 80 ms, which is consistent with

previous findings (Bourguignon et al., 2018; Thwaites et al.,

2015). Phase time lags were slightly higher in the gamma

than in delta and theta ranges for noise, but overall values

were quite similar across frequencies. Amplitude time lags

showed a clearer trend in the same direction, being about 5ms

longer in the gamma than in delta-theta ranges. Latency did

not differ between the two hemispheres.

4.1.2. Hemispheric lateralization
While the responses we have observed are generally bilateral,

a number of them have shown to be stronger in one hemi-

sphere than in the other. In particular:
� SNR values were significantly right lateralized at 2 Hz and

were bilateral at 5 and 30 Hz AM.

� Phase-locking was stronger in the right than in the left

hemisphere, in all frequency bands.

� Phase cross-correlations between noise and brain were

right-lateralized at 2 Hz and bilateral at 5 and 30 Hz AM.

Similarly, phase cross-correlations between speech and

brain (in delta and theta ranges) were significantly higher

in the right than in the left auditory cortex.

� Amplitude cross-correlations between noise and brain

were left-lateralized at 30 Hz and bilateral at 2 and 5Hz AM.

Finally, inter-hemispheric synchronization for AM noise

seems to be stronger in the gamma than in the delta and theta

ranges.

4.1.3. Forward vs. backward speech

� The coherence of neural responses to speech stimuli was

higher for forward than for backward speech, in the theta

but not in the delta band. This is consistent with the idea

that backward speech preserves the rhythm of speech

(delta range) but not its smaller scale regularities (at the

syllabic level, theta range), where the inversion of syllables’

envelope makes them distinctly non-speech-like and may

disrupt speech-specific processing (Mehler et al., 1988;

Ramus et al., 2000). However, phase cross correlations be-

tween speech and brain were higher for forward than for

backward speech in the delta band, but not in the theta

band.

� Whereas responses to forward speech in the delta and

theta ranges were right-lateralized, responses to backward

speech were bilateral. This is consistent with the idea that

hemispheric lateralization implements some processing

mechanisms that are specific to speech sounds.
4.1.4. Interest of cross-correlation measures
The various brain measures used in previous studies (SNR,

PLV and IHPS) all provide information on the quality and

consistency of brain responses. However, they do not address

the crucial question whether neural responses faithfully

represent the incoming stimuli, and whether they do so suf-

ficiently rapidly. Cross-correlation captures precisely the

extent to which neural responses reflect the stimuli, both in

phase and in amplitude.

Furthermore, we also measured the latency between the

stimulus and the response that yields the maximal cross-

correlation. This is interesting to the extent that latency

might differ in certain pathologies, such as in dyslexia.

Finally, when standard amplitude measures were insen-

sitive to frequencies beyond the theta range in brain re-

sponses to speech, amplitude cross-correlations proved to be

sensitive to brain responses in alpha, beta, and gamma fre-

quency bands.

Nevertheless, we do not mean to claim that cross-

correlation is the ultimate measure of neural synchronisa-

tion with auditory signals. In the future, more sophisticated

techniques such as temporal response function (Crosse et al.,

2016) might prove even more fruitful.

https://doi.org/10.1016/j.cortex.2020.12.024
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4.2. Conceptual replication of previous studies on
dyslexia

Our attempt at replicating previously published group differ-

ences has largely failed. We failed to observe any of the sig-

nificant group differences that have previously been reported

in the delta, theta and gamma ranges, whether using speech

or AM white noise stimuli, and whether using signal-to-noise

ratio, phase-locking value, coherence, or interhemispheric

phase synchronization measures. However, we replicated

previously reported null differences, mostly in the delta and

theta ranges using all the different measures.

It may be argued that, with 39 participants, we had limited

power to detect previously reported effects. This is entirely

true. Indeed, in simple group comparisons, we had 80% power

to detect a d ¼ .92 effect size, which is large and probably

implausible. However, while our statistical power is obviously

insufficient in hindsight, it was not so initially. Indeed, half of

previous studies did not have larger samples than ours, and

some reported quite large effect sizes (Table 1). We therefore

made a fair attempt at replicating the largest reported effects.

Another possible reason for our failure to replicate previ-

ous results lies in many methodological differences.

� In the present study, MEG has been considered as the

technique of choice for the investigation of neural

entrainment to auditory signals. One of the main advan-

tages of MEG and EEG over fMRI and fNIRS techniques is

their excellent temporal resolution, of the order of milli-

seconds (H€am€al€ainen et al., 1993). This high temporal res-

olution enables the investigation of fast variations in

cortical activity (i.e., gamma band). In addition, fMRI or

fNIRS measure indirect correlates of neural activity, such

as the neurometabolic or neurovascular coupling, whereas

EEG andMEG techniques directlymeasure electromagnetic

neural activity. Compared to EEG, MEG has a higher spatial

resolution and is particularly well suited for source locali-

zation procedures (i.e., identification of auditory regions)

(Destoky et al., 2019).

� In the current study, we restricted the analysis to the

auditory areas using a localization procedure. We found

that the auditory areas mainly covered BA41 and BA42

(primary auditory regions). However, previous studieswere

not so precise in the way they defined auditory regions.

There are EEG studies that used a single electrode

(McAnally & Stein, 1997; Menell et al., 1999) or a small

number of electrodes (8 electrodes) (Poelmans et al., 2012)

to measure neural entrainment to audio signals in control

and dyslexic participants. De Vos et al. (2017) selected a set

of electrodes located in left and right temporo-parietal

hemispheric regions to evaluate neural entrainment.

These studies were probably measuring neural activity

from auditory regions, but also neural activity from other

regions that may add noise to the entrainment measure-

ment. There are also studies that looked for whole-brain

group differences on the neural entrainment values

(Cutini et al., 2016; Molinaro et al., 2016). When computing

whole brain statistical analysis, we increase the odd of

finding some spurious false positive just by chance.
As can be seen, the present study is not an identical

replication of any previous study. Indeed, there are not two

studies in this literature that identically replicate each other.

Thus, our study is at best a conceptual replication, and it is a

closer conceptual replication of some studies (Lehongre et al.,

2011; H€am€al€ainen et al., 2012) than of others (Lizarazu et al.,

2015; De Vos et al., 2017).

To these specific reasons why replication may have failed,

it is worth adding more general reasons, that cut across all

experimental science: the fact thatmost published studies are

based on relatively small samples, that are adequately pow-

ered only to detect the largest effect sizes, which are generally

implausible. Thus, when such studies happen to find a sig-

nificant effect, there is a high risk that it might be a false

positive result, hence the difficulty to replicate it (Button et al.,

2013). Furthermore, as we have highlighted, there are many

ways to measure auditory entrainment, involving sophisti-

cated analysis techniques that require a large number of de-

cisions to be made and parameters to be set. This gives

investigators many degrees of freedom to explore different

analysis variants until a publishable result is found, further

increasing the risk of obtaining a false positive result. Because

the measurement of auditory entrainment is a relatively

young area, such degrees of freedom are not reduced by

established standards. Similar considerations have been

made in many different areas, including for instance in the

study of neuroanatomical differences in dyslexia (Ramus

et al., 2018; Jednorog et al., 2015).

In terms of sample size, the present study does not fare

better than previous ones. However, because we preregistered

it, because we systematically investigated previously used

measures according to preregistration, and because we sys-

tematically reported all our results rather than selectively

reporting the only positive ones, it acts as a revelator of this

situation.

It is also important to note that in the present study the

hearing (or auditory sensitivity) of the participants was not

systematically checked. Inter-individual variation of 20e30 dB

in hearing thresholds is very common and might introduce

differences in auditory steady state amplitudes for equal

stimulus presentation levels, thus increasing statistical noise

and reducing the detection of significant differences.

4.3. Extension of previous studies on dyslexia

While previous studies have reported results using certain

stimuli, certain frequency ranges and certain response mea-

sures, they did not carry out (or at least report) systematic ana-

lysesof all thepossiblecombinationsof stimuli, frequency range

andmeasure (see Table 1). Thus, in a second step, we extended

previous studies by analyzing more systematically auditory

entrainment in our data,measured using SNR, PLV, IHPS for AM

white noise (at 2, 5 and 30 Hz), and coherence for sentences

(forward and backward). However, none of these analyses

showed any difference between dyslexic and control groups.

4.4. Cross-correlation analyses

Finally, we went beyond previous studies by performing an-

alyses of cross-correlations between stimulus and brain

https://doi.org/10.1016/j.cortex.2020.12.024
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response in participants with dyslexia. In order to avoid the

previously mentioned pitfalls associated with multiple anal-

ysis variants increasing the risk of false positive results, we

preregistered this analysis.

Overall, most of our results were similar between control

and dyslexic participants. The two groups did not differ in

terms of phase cross-correlation between stimulus and

response. They did not differ either in terms of the lag of

maximal cross-correlation (t values). However, when

analyzing amplitude cross-correlations between noise stimuli

and brain responses, we found that dyslexic and control

groups differed in their hemispheric lateralization for gamma

and delta frequency ranges: controls showed larger responses

than dyslexics in the gamma range (30 Hz) in the left hemi-

sphere, and in the delta range (2 Hz) in the right hemisphere.

While controls showed left lateralized responses at 30 Hz and

bilateral responses at 2 Hz, dyslexic participants showed on

the contrary bilateral responses at 30 Hz and left lateralized

responses at 2 Hz.

In the similar analysis of cross-correlations between

speech and brain responses, we found no significant group

difference across all frequency bands. In left-hemisphere re-

sponses in the gamma range, and in right-hemisphere re-

sponses in the delta range, we observed similar trends toward

group differences as for the noise stimuli, but they were not

significant.

Although this cross-correlation analysis differs from those

of previous studies, it remains nevertheless interesting that

the group differences observed are consistent with some

previous studies: weaker responses in the gamma range in the

left hemisphere in dyslexics have previously been reported by

McAnally & Stein, 1997, Menell et al., 1999, Lehongre et al.,

2011, and Poelmans et al., 2012; weaker responses in the

delta range in the right hemisphere in dyslexics has previ-

ously been reported by H€am€al€ainen et al., 2012 and Molinaro

et al., 2016.

Thus, we are in the strange position of failing to replicate

some results of previous studies when using exactly the same

measures, but finding results that seem consistent with them

when using different measures. This can only reinforce the

feeling that replication is being hindered by power limitations,

both in the original studies and in ours, thus giving chance a

large role in determining which group differences are signifi-

cant or not.

Our finding of group differences in neural responses to AM

noise, but not in neural responses to speech (despite similar

trends), may be interpreted in a similar manner. Stimuli that

are generated in such a way as to be 100% amplitude-

modulated at one single frequency can only elicit stronger

andmore reliable neural responses than speech, which is only

partly modulated, at multiple frequencies that vary in time.

Thus studiesmeasuring neural responses to AMnoisemust be

more sensitive to group differences than those measuring

neural responses to speech. If one takes into account publi-

cation bias, this may be one reason for the vast predominance

of published studies reporting group differences between

dyslexics and controls that use noise compared to those that

use speech (as can be seen in Table 1).
4.5. Brain-behavior correlations

Finally, we also carried out correlation analyses between the

two amplitude cross-correlation measures that showed group

differences (30 Hz in the left and 2 Hz in the right hemisphere)

with the available behavioural measures. Some nominally

significant correlations were found, but they would not

withstand a correction for multiple tests, and do not seem

reliable enough to warrant discussion here.
5. Conclusion

Overall, our results are weakly consistent with the hypoth-

esis that dyslexic individuals show a slight disruption in the

entrainment of their auditory cortex to amplitude-

modulated sounds, specifically to 30-Hz modulations in the

left hemisphere and to 2-Hz modulations in the right

hemisphere. Thus, they are consistent with theories

invoking disruptions of phoneme and of prosodic processing

in dyslexia (Giraud & Poeppel, 2012; Giraud & Ramus, 2013;

Goswami, 2011; Lizarazu et al., 2020). However, our attempt

at replicating previously published results highlights the

multiple weaknesses of this research area, particularly low

statistical power due to small sample sizes, and the lack of

methodological standards inducing considerable heteroge-

neity of measurement and analysis methods across studies.

Future research on auditory entrainment in dyslexia will

need to rely on much larger samples, and to copy more

closely the methods used by previous studies, including the

cross-correlation analyses that we have used in the present

study, which we think may provide new insights into the

neural bases of speech processing and its differences in in-

dividuals with dyslexia.
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